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1 Executive Summary

This report provides information on the validation (to avoid unclear terminology, a passage of the used terminology is included at the end of this section) of the Satellite Application Facility on Climate Monitoring (CM SAF) Hamburg Ocean Atmosphere Parameters and fluxes from Satellite data version 4.0 (HOAPS-4.0) data record. HOAPS-4.0 is derived from microwave satellite observations from the Special Sensor Microwave/Imager (SSM/I) onboard Defence Meteorological Satellite Program (DMSP) platforms F08, F10, F11, F13, F14 and F15 and from Special Sensor Microwave Imager/Sounder (SSMIS) observations onboard DMSP platforms F16, F17 and F18.

These data can be used to determine latent heat flux and precipitation over the global ocean surface. HOAPS-4.0 provides a satellite-based data record with consistently derived global fields of both evaporation and precipitation, and hence of freshwater flux, for the period 1987 to 2014. Fields are provided at monthly and 6-hourly temporal resolution on a 0.5° spatial grid, instantaneous/pixel values on the native swath are available on request. Validation results are presented based on comparisons of monthly mean and instantaneous values.

This report presents an evaluation of 7 parameters derived from the latest version of the CM SAF Fundamental Climate Data Record (FCDR) derived from SSM/I and SSMIS observations [RD 4]. An overview is given in Table 1-1.

Table 1-1: Overview of parameters from HOAPS-4.0.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CM SAF ID</th>
<th>Abbreviation (as in PRD)</th>
<th>Abbreviation (as in file name and file)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near surface specific humidity</td>
<td>CM-12901</td>
<td>NSH_HOAPS</td>
<td>hair</td>
</tr>
<tr>
<td>Wind speed at 10 m height</td>
<td>CM-12911</td>
<td>SWS_HOAPS</td>
<td>wind</td>
</tr>
<tr>
<td>Latent heat flux at sea surface</td>
<td>CM-12811</td>
<td>LHF_HOAPS</td>
<td>late</td>
</tr>
<tr>
<td>Precipitation</td>
<td>CM-12611</td>
<td>PRE_HOAPS</td>
<td>rain</td>
</tr>
<tr>
<td>Evaporation</td>
<td>CM-12801</td>
<td>EVA_HOAPS</td>
<td>evap</td>
</tr>
<tr>
<td>Freshwater flux</td>
<td>CM-12821</td>
<td>EMP_HOAPS</td>
<td>budg</td>
</tr>
<tr>
<td>Vertically integrated water vapour</td>
<td>CM-12701</td>
<td>HTW_HOAPS</td>
<td>wvpa</td>
</tr>
</tbody>
</table>

The CM SAF HOAPS-4.0 product is derived from a mixture of newly-developed methods and heritage algorithms from HOAPS-3.2. There are several improvements from HOAPS-3.2. HOAPS-4.0 uses the latest CM SAF FCDR and extends the record to 2014 using data from SSMIS. Uncertainty estimates have been provided for evaporation and the related parameters hair, wvpa, late, and budg. A new physical retrieval scheme, 1D-Var, is used to
estimate the 10 m wind speed and TCWV. All other parameters are calculated using the same method as in HOAPS-3.2 (Andersson et al. 2010; Fennig et al., 2013), but benefit from being calculated from the improved FCDR.

The evaluation of the HOAPS-4.0 data record largely follows Andersson et al. (2010) and Fennig et al. (2013). The gridded monthly means of HOAPS-4.0 products are compared to HOAPS-3.2 and to a range of data records from reanalysis, other satellite observation projects, and in-situ ship measurements as reference. Note that reanalysis data for validation should be used with caution. Additional sections cover the validation of latent heat flux and related parameters using Level 2 data and buoy and ship data as reference (see section 8), the validation of TCWV with Global Positioning System Radio Occultation technique (GPS RO) data, and results from the Global Energy and Water cycle EXperiment (GEWEX) water vapor assessment (G-VAP).

The comparison between HOAPS-4.0 and HOAPS-3.2 shows small changes in near surface specific humidity and precipitation relative to HOAPS-3.2. Wind, evaporation and freshwater flux generally exhibit negative differences (HOAPS-4.0 – HOAPS-3.2), with the main exception being an increase in wind over stratus regions.

In addition monthly mean, gridded HOAPS-4.0 products have been compared to a range of data records:

- Near surface specific humidity: ERA-Interim, IFREMER V2, NOCS V2
- Near surface wind speed: ERA-Interim, IFREMER V2, NOCS V2
- Evaporation: ERA-Interim, IFREMER V2, NOCS V2
- Latent heat flux: ERA-Interim, IFREMER V2, NOCS V2
- Precipitation: ERA-Interim, GPCP V2.2, TRMM 3B43 V7
- Freshwater flux: ERA-Interim, GPCP V2.2+IFREMER V2
- TCWV: COSMIC (beta-version, ROM SAF), ERA-Interim, REMSS(SSM/I+SSMIS) V7, TMI V7

While the general patterns are reproduced by all data records and global mean time series agree often within a range of 10% of the individual products, locally larger deviations occur for all parameters. Specifically regarding near-surface humidity and rainfall estimates, the satellite derived data records agree better with HOAPS than with the reanalyses and/or in-situ data. However, the compared satellite data records are not fully independent, as the satellite input data may be of the same origin and/or similar algorithms or parameterizations are used in retrieval procedures. This also accounts to some extent for ERA-Interim, which assimilates a wide range of satellite data.

The comparison of HOAPS-4.0 (near surface specific humidity, near surface wind speed, latent heat flux and evaporation) to buoy and ship observations, using instantaneous data, exhibits similar or improved quality relative to HOAPS-3.2. In particular, the quality of the wind retrieval has been improved. It is noticeable that this improvement is seen in regions where local maxima in bias relative to other references occur. Due to negligible differences in near surface specific humidity, this results in a reduction in HOAPS-4.0 evaporation. This is can be seen as an overall improvement, specifically regarding the reduction in the freshwater imbalance from 0.77 mm/d (HOAPS-3.2) to 0.50 mm/d (HOAPS-4.0).
The resulting freshwater flux estimates exhibit distinct differences in terms of global averages as well as regional biases. Relative to HOAPS-3.2 the freshwater imbalance has been reduced by more than 0.25 mm/d. Compared to long term mean global river runoff data, the ocean surface freshwater balance is not closed by any of the compared fields. The data records exhibit a positive bias in E-P (evaporation - precipitation) of 0.05 mm/d to 0.5 mm/d. However, more detailed validation efforts are needed to explain and potentially remove the remaining biases between the different data records.

Based on the comparisons presented in this report, we conclude that the HOAPS-4.0 data record is within target accuracies or better, as summarised in Table 9-1 and provides consistent fields of evaporation, precipitation, and the resulting freshwater flux as well as TCWV, near surface specific humidity and near surface (10 m) wind speed that are well suited for further studies on climatological and regional scale.

A description of the parameters, their dependency on additional input data sources, the SSM/I and SSMIS raw data handling and FCDR production, their continuation with future HOAPS versions and the HOAPS versioning approach is given in the product user manual [RD 2]. Basic accuracy requirements are defined in the product requirements document [], and the algorithm theoretical basis document describes the individual parameter algorithms [RD 3].
2 The EUMETSAT SAF on Climate Monitoring

The importance of climate monitoring with satellites was recognized in 2000 by EUMETSAT Member States when they amended the EUMETSAT Convention to affirm that the EUMETSAT mandate is also to “contribute to the operational monitoring of the climate and the detection of global climatic changes”. Following this, EUMETSAT established within its Satellite Application Facility (SAF) network a dedicated centre, the SAF on Climate Monitoring (CM SAF, http://www.cmsaf.eu/).

The consortium of CM SAF currently comprises the Deutscher Wetterdienst (DWD) as host institute, and the partners from the Royal Meteorological Institute of Belgium (RMIB), the Finnish Meteorological Institute (FMI), the Royal Meteorological Institute of the Netherlands (KNMI), the Swedish Meteorological and Hydrological Institute (SMHI), the Meteorological Service of Switzerland (MeteoSwiss), and the Meteorological Service of the United Kingdom (UK MetOffice). Since the beginning in 1999, the EUMETSAT Satellite Application Facility on Climate Monitoring (CM SAF) has developed and will continue to develop capabilities for a sustained generation and provision of Climate Data Records (CDR’s) derived from operational meteorological satellites.

In particular the generation of long-term data records is pursued. The ultimate aim is to make the resulting data records suitable for the analysis of climate variability and potentially the detection of climate trends. CM SAF works in close collaboration with the EUMETSAT Central Facility and liaises with other satellite operators to advance the availability, quality and usability of Fundamental Climate Data Records (FCDRs) as defined by the Global Climate Observing System (GCOS). As a major task the CM SAF utilizes FCDRs to produce records of Essential Climate Variables (ECVs) as defined by GCOS. Thematically, the focus of CM SAF is on ECVs associated with the global energy and water cycle.

The CM SAF data records can serve applications related to the new Global Framework of Climate Services initiated by the WMO World Climate Conference-3 in 2009. CM SAF is supporting climate services at national meteorological and hydrological services (NMHSs) with long-term data records but also with data records produced close to real time that can be used to prepare monthly/annual updates of the state of the climate. Both types of products together allow for a consistent description of mean values, anomalies, variability, and potential trends for the chosen ECVs. CM SAF ECV data records also serve the improvement of climate models both at global and regional scale.

A catalogue of all available CM SAF products is accessible via the CM SAF webpage, http://www.cmsaf.eu/. Here, detailed information about product ordering, add-on tools, sample programs and documentation is provided.
3 Introduction

The SSM/I and SSMIS radiometers aboard the DMSP satellites, available since 1987, became a foundation for the derivation of surface flux and precipitation time series by various international research groups. Depending on the data record application purpose, blending and pattern morphing techniques have been developed to combine different satellite and model data with the SSM/I and SSMIS time series.

Generally these data records fall into two categories providing either surface fluxes or precipitation estimates. Prominent surface flux products are the Goddard Satellite-Based Surface Turbulent Fluxes version 2 (GSSTF3; Shie et al., 2012), the Japanese Ocean Flux Data records with the Use of Remote Sensing Observations (J-OFURO 2; Kubota and Tomita 2007), the objectively analyzed air–sea fluxes (OAFlux; Yu and Weller 2007; Yu et al. 2008), the merged flux data record of the Institut Français de Recherche pour l’exploration de la Mer (IFREMER; Bentamy et al. 2003, 2013), evaporation from Remote Sensing Systems (Hilburn, 2009), and SeaFlux (Clayson et al., 2012). Well-known and widely used precipitation products for a variety of applications are the Global Precipitation Climatology Project (GPCP; Huffman et al. 1997; Adler et al. 2003), the Tropical Rainfall Measuring Mission (TRMM) Multisatellite Precipitation Analysis (TMPA; Huffman et al. 2007), the Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP; Xie and Arkin 1997), the Unified Microwave Ocean Retrieval Algorithm (UMORA; Hilburn and Wentz 2008), the Global Satellite Mapping of Precipitation (GSMaP; Kubota et al. 2007), and Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN; Hsu et al. 1997; PERSIANN-CDR, Ashouri et al., 2015). The NOAA Microwave Integrated Retrieval System (MIRS, Boukabara et al., 2011) also provides a 1D-Var based retrieval from passive microwave sensors, but currently starts in 2008 and does not include data from SSM/I.

The combination of such satellite-retrieved data records results in estimates of the global ocean freshwater flux. Schlosser and Houser (2007) state that this is a highly required but difficult task, as differently calibrated time series and inhomogeneous data sources have to be combined while there is no comprehensive in situ validation data available.

Alternatively, reanalysis data records, such as the European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis ERA-Interim (ERA-Interim; Dee et al., 2011), National Aeronautics and Space Administration Modern-Era Retrospective Analysis for Research and Applications (MERRA, Rienecker et al., 2011, MERRA2), National Centers for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR, Saha et al., 2010), or the Japan Meteorological Agency Japanese 55-year Reanalysis (JRA-55) (Kobayashi et al. 2015), provide the relevant water cycle parameters.

For the ocean surface fluxes, ship observations give the opportunity to derive global ocean data records, such as the National Oceanography Centre Southampton (NOCS) surface flux data record (Berry and Kent, 2011).

In contrast, the Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data (HOAPS) has been developed with the goal to derive the parameters required to retrieve the global ocean surface freshwater flux components consistently within one entirely satellite based data record (Andersson et al., 2010b). For the sake of long-term homogeneity the approach for HOAPS is to use the SSM/I and SSMIS as the common data source for all retrievals instead of combining different data sources. This ensures a uniform sampling for all parameters and avoids complications with the cross calibration and the implementation of
retrieval procedures for different types of sensors. Another criterion for the design of the data record is to use stand-alone retrieval procedures that only rely on SSM/I and SSMIS brightness temperatures and the Advanced Very High Resolution Radiometer (AVHRR)-based SST as input and are independent of ancillary input data, such as additional first guess fields from model output. With HOAPS-4.0 a priori selection from a background profile data base is needed as input to the 1D-Var retrieval of TCWV and near surface wind speed.

Several recent readily available products are selected for comparison. These products are derived from different data sources and represent model-based estimates from a reanalysis data record, in situ measurements from ships, and different satellite-based data records that include sensors not utilized in HOAPS.

For the evaporation and related parameters, these are the ERA-Interim reanalysis, the ship-measurement based NOCS V2 data record, and the satellite-data based IFREMER V2 flux data record.

The HOAPS precipitation product is compared to ERA-Interim and the two satellite-based products, GPCP V2.2 and TRMM 3B43, version 7.

HOAPS TCWV products are compared to the TMI-based product from REMSS and to the combined microwave imager product from REMSS (both in version 7), ERA-Interim and COSMIC and Metop GPS RO data (beta-version from ROM SAF).

A recently combined buoy and ship data record from DWD and ICOADS is used as reference for comparison of meteorological and flux parameters using instantaneous data.

All used time series have a significant temporal overlap with the full HOAPS time series of 27 full years. However, the overlap is a function of reference data record and can be smaller. In general it may be concluded that the resulting comparisons are an advance over previous studies in terms of temporal coverage, in terms of number of reference data records and in terms of approaches.

Note, that some of the reference data is not fully independent as input data from the same observations were used. Scatterometer wind speeds or ship observations are, for example, assimilated into the ERA-Interim reanalysis and SSM/I brightness temperatures are used in ERA-Interim and also in the satellite-based products. These examples illustrate that there is a need for independent, high quality reference data enabling in the first place a profound validation of new climate data records (CDRs), e.g. the HOAPS products. To validate the HOAPS-4.0 products a variety of mature and widely used reference data have been chosen. The chosen references have been selected advisedly in a former requirements review, neither admitting that the references might not be globally bias free nor implying superior quality over HOAPS-4.0.

The validation performed in this validation report perceives as a comparison between different data sets to ideally get objective evidence that specified requirements are fulfilled. In terms of the International Vocabulary of Metrology (VIM) this is conform with a “verification”. Furthermore a “validation” is defined in the VIM as a verification where the requirements are adequate for an intended use. Formally speaking this is the purpose of the review process associated with the release of CM SAF climate data records: verify that requirements in the field of climate applications are fulfilled. Therefore the term “validation” is used throughout this report.

An overview of the data records used as reference in this study is given in section 4. Comparisons to HOAPS-3.2 and climatological comparisons between HOAPS and the other
products are shown in section 5 and section 6 together with a discussion of the results and implications for the individual parameters. Section 7 presents the results from the decadal stability analysis. Results from a comparison to instantaneous data from buoys and ships are shown in section 8. Finally, conclusions and outlook are given in section 8.
4 Data records for Comparison with HOAPS-4.0

True values of the individual parameters are not known and a true reference for all HOAPS-4.0 products is not available. There is still a need for improved high quality reference data on which a profound validation can be based on. For this validation it was proposed to compare the HOAPS-4.0 data records with a variety of data records which have been advisedly chosen based on experience, literature and a review meeting. In this way a set of reference data records were identified and explicitly defined to allow a unique conclusion regarding the requirements.

4.1 IFREMER Satellite Derived Turbulent Fluxes V2

Bentamy (2003) developed a remotely sensed data record of wind stress and surface turbulent latent and sensible heat fluxes. It utilizes different input sources to derive the flux parameters using the COARE 3.0 algorithm (Fairall et al., 2003). As in HOAPS-4.0, \( q_a \) is derived from SSM/I data with the algorithm described in Bentamy (2003). In contrast to HOAPS-4.0, the IFREMER wind speed is derived from a combination of retrievals based on scatterometers and SSM/I data. The flux fields are retrieved using a kriging method to merge the various satellite estimates. The SST is taken from the NOAA - Optimum Interpolation (OI) weekly product. Here the version 2 is used, which is currently available on a regular latitude-longitude grid with 1° spatial resolution for the time period from March 1992 to December 2007 (Bentamy et al., 2008).

Note that a version 3 is available as well (Bentamy et al., 2013) which covers the QuickSat period from November 1999-November 2009 and has a spatial resolution of 0.25°.

It was chosen to rely on V2 as it covers 15 years instead of only 9 years. Thus, it provides a longer temporal overlap.

4.2 NOCS v2.0

The National Oceanography Centre Southampton (NOCS) v2.0 surface flux data record (Berry and Kent, 2009, 2011) is exclusively based on Voluntary Observing Ship (VOS) data from the International Comprehensive Ocean–Atmosphere Data Set (ICOADS; Woodruff et al., 2011). The NOCS data record provides fields of marine surface meteorology and fluxes over the global ice-free ocean that is constructed using a bias adjustment procedure and an optimum interpolation method. The turbulent fluxes are derived with the bulk parameterization of Smith (1980, 1988). The data is provided on a regular longitude-latitude grid with 1° spatial resolution and covers the period 1973 to 2014. For comparison HOAPS was regridded to meet the NOCS spatial resolution.

Note the sampling characteristics of NOCS due to the data sparse regions in the southern ocean. For example NOCS winds are underestimated because there are almost no winter measurements, rather than an avoidance of storms. Thus the variability can not be estimated in such cases.

4.3 GPCP V2.2

The GPCP version 2.2 combined product (Adler et al. 2003, Huffman et al., 2009) provides fields of satellite-derived precipitation retrieved from passive microwave including SSM/I and SSMIS and infrared data. For the merging procedure the infrared precipitation estimates from geosynchronous satellites are continuously calibrated with the passive microwave precipitation retrievals from polar orbiting satellites, which are considered to be of higher
accuracy. Different from HOAPS, GPCP provides also precipitation observations over land, where the analysis also makes use of surface data from rain gauges. Monthly means are available from 01 January 1979 to present on a cylindrical equal area grid of 2.5°x2.5°. For comparison HOAPS was regridded to meet the GPCP spatial resolution.

4.4 TRMM 3B43

In the 3B43 product, data from the TRMM Microwave Imager (TMI) and the Precipitation Radar (PR) are blended with SSM/I, geosynchronous precipitation and rain gauge data. In analogy to the GPCP product, microwave and infrared retrievals are used to complement the TRMM precipitation retrievals. The 3B43 product is available for the period 1 January 1998 to 31 March 2015 and is limited to the region between 50°S and 50°N. The monthly means are available in version 7 (V7) on a regular longitude-latitude grid with 0.25° resolution. More details can be found in Huffman and Bolvin (2014). The grid resolution has been adapted to HOAPS resolution by applying arithmetic averaging.

4.5 ERA-Interim

ERA-Interim (Dee et al. 2011) is a third-generation reanalysis and improves on previous versions, for example, by using a four-dimensional variational data assimilation (4D-Var) scheme for atmospheric analysis and variational bias correction. ERA-Interim output has a native horizontal resolution of about 0.758°, a temporal resolution of 6 h (3D fields) and 3 h (2D fields) and covers the period 01 January 1979 to present. It assimilates observations from a large variety of instruments, among them radiances from several satellites (see Dee et al., 2011).

Monthly means (of daily means) of TCWV, wind speed at 10 meters, dew point temperature and pressure (both at 2 m) were obtained online (http://apps.ecmwf.int/data-records/) with a spatial resolution of 0.5° longitude–latitude. Precipitation, evaporation and latent heat flux were obtained from two 12 hour forecasts and then added to get a monthly average of daily sums. Near surface specific humidity was computed from dew point temperature and surface pressure: first vapour pressure is calculated from dew point temperature following WMO standards (Hyland and Wexler, 1983) and then vapour pressure and pressure are used to estimate the near surface specific humidity. For all parameters the grid centre was shifted by half a degree, e.g., from (180°, 0°) to (179.75°, 0.25°).

The ocean surface freshwater flux fields were calculated by subtracting the respective evaporation and precipitation monthly mean grid values.

4.6 SSM/I and TMI products from REMSS

The TCWV values are retrieved from SSM/I (F-08, F-10, F-11, F-13, F-14, and F-15), the F-16 and F-17 SSMIS, AMSR-E (Aqua), and WindSat (Coriolis) instruments. These microwave radiometers have been carefully intercalibrated at the brightness temperature level and the version 7 (V7) ocean products have been produced using a consistent processing methodology for all sensors. The TCWV retrieval is described in Wentz (1997) and Wentz and Spencer (1998). The TCWV data record from REMSS is available over the global ice-free ocean on a regular longitude–latitude grid with 1° resolution and contains monthly means from January 1988 to the month of most recent processing. TMI data products are available for the time period from 7 December 1997 to 31 December 2014. TMI brightness temperature data files (TDRs) were obtained from NASA Goddard and were reverse engineered back to raw radiometer counts. Using a consistent processing scheme and a robust radiative transfer
model, the TMI data were intercalibrated with the other microwave radiometers. Then the ocean products were generated following Wentz (1997) and Wentz and Spencer (1998). The V7 products are available over the global ice-free ocean on a regular longitude-latitude grid with 0.25° resolution. The grid resolution has been adapted to HOAPS resolution by applying arithmetic averaging.

4.7 GPS RO

Within a Federated Activity CM SAF cooperates with the Satellite Application on Radio Occultation Meteorology (ROM SAF) on the evaluation of GPS RO and HOAPS data. A beta version of Level 2 specific humidity profiles from COSMIC and Metop have been provided by ROM SAF (Metop data provided on 04 October 2016 and COSMIC data provided 09 August 2016). The GPS RO data covers the periods September 2006 – December 2014 (COSMIC) and December 2008 - September 2015 (Metop).

The GPS RO instrument looks tangentially through the Earth’s atmosphere and measures the time delay of the refracted GPS radio signals as the ray passes through the Earth’s atmosphere on its way from the transmitting satellite to COSMIC or Metop. Thus, the data is not available on swath or grid basis but are quasi-randomly distributed over the whole globe, and the horizontal resolution for each individual atmospheric profile is between 100 km and 300 km. Within the troposphere the GPS RO data suffers from ambiguity because both temperature and humidity impact the refractive index and thus the time delay. This ambiguity is resolved by using a 1D-Var analysis with ERA-Interim temperature and humidity data as a priori. More information is available at http://www.romsaf.org.

4.8 Buoy and ship observations

To quantify both systematic and random uncertainties in HOAPS-4.0 latent heat flux (LHF) related parameters, i.e., near-surface specific humidity (q_a), wind speed (U), and sea surface saturation specific humidity (q_s), in-situ data from global high-quality shipborne measurements as well as data provided by drifting and moored buoys are used. The in-situ point measurements represent the ground reference and are available in up to hourly temporal resolution from the marine meteorological data archive of Deutscher Wetterdienst (DWD), supervised by the Seewetteramt Hamburg (part of DWD). In case of data gaps, records are complemented by data from the International Comprehensive Ocean-Atmosphere Data Set (ICOADS) (version 2.5; Woodruff et al. 2011). More details can be found in Kinzel et al. (2016).
5 Comparison of HOAPS-4.0 and HOAPS-3.2 products

Figure 1 shows climatological differences of the HOAPS-4.0 and HOAPS-3.2 parameters wind, evaporation, precipitation and freshwater budget for the time period 1988-2008. Regarding wind speed (top left), the output of the 1D-Var retrieval resolves larger wind values in comparison to the neural network based HOAPS-3.2 values along 20°N/S of the Eastern Atlantic and Pacific Ocean. Similar bias magnitudes are located off the Arabian Peninsula. Smaller positive differences of HOAPS-4.0 wind speeds are found along 30°S over the Indian Ocean. Maxima of up to 1 m/s are limited to coastal areas of Peru and Chile. By contrast, the remaining regions experience a wind speed reduction in HOAPS-4.0 on a climatological scale. This reduction becomes relatively large (down to -1.2 m/s) over the Central tropical Pacific and off eastern coasts of South America. A similar decrease is located over the tropical Indian Ocean. On average, HOAPS-4.0 wind speeds have decreased by 0.39 m/s in comparison to HOAPS-3.2.

A comparison to global average wind speeds $U$ from HOAPS-4.0 (Figure 4, Section 6.3) indicates that the positive biases exclusively go along with climatologically smallest $U$. Comparing DWD-ICOADS data to instantaneous HOAPS-3.2 and HOAPS-4.0 records.
indicates that the rather strong underestimation of HOAPS-3.2 U over these regions (not shown) has been considerably reduced compared to HOAPS-4.0 (compare Figure 21b, Section 8.3). Likewise, the overestimation of strong HOAPS-3.2 U (not shown) has also become smaller (compare Figure 21b), e.g. over the extratropical ocean basins of both hemispheres and over the Central Indian and Pacific Ocean. A note on the improvement of the HOAPS-4.0 U retrieval is also given in Section 8.5 later on. Regarding the local bias maximum off the Arabian Peninsula, Andersson et al. (2011) hypothesize that U differences among data records over this regime are likely to originate from incorrect representation of the atmosphere and sea surface properties. The increase of HOAPS-4.0 U in comparison to HOAPS-3.2 reduces the bias to in-situ measurements, which may imply that the 1D-Var retrieval is able to better capture the state of the atmosphere and the sea surface in comparison to the neural network implemented for HOAPS-3.2.

The HOAPS-4.0 parameters which have been retrieved with the 1D-Var can be considered as independent of the source of the background profiles used. The background profile database was constructed to get a wide spread of atmospheric states. It is important that no atmospheric states are systematically excluded in the database and that the profiles are physically consistent. It is a fixed database that is not linked to geographical coordinates, not to time and which is not updated according to space and time of the measurements during processing. The retrieved PDF of precipitation have been compared to the corresponding PDF from ERA-Interim (the origin of the profile database). The PDFs are clearly different (not shown here).

Deviations in near-surface specific humidities (qₐ) among both data records are small and more or less uniform, showing a general increase of approximately 0.1 g/kg (not shown). Exceptions are confined to coastal regions of the northern hemispheric extratropical continents, where biases are of similar magnitude, yet negative (not shown). This was to be expected, as both HOAPS-3.2 and HOAPS-4.0 make use of the same humidity retrieval. The observed qₐ deviations are therefore associated with the difference in the SST (compare ATBD [RD 3]).

Comparing climatological differences of evaporation (Figure 1, top right), the pattern closely resembles that of the wind speed biases discussed above, owing to the uniform, minor increase in HOAPS-4.0 qₐ (global mean difference: 0.07 g/kg). Analogously, most oceanic regions show a reduction in HOAPS-4.0 evaporation compared to HOAPS-3.2, which locally exceeds ~0.8 mm/d. By contrast, the overestimation of HOAPS-4.0 off the Arabian Peninsula (exceeding 0.6 mm/d) is striking. It remains unclear why the remaining positive biases in wind speeds (off the eastern margins of the subtropical continents, top left) do not produce equally large positive evaporation biases as over the Arabian Sea. This is presumed to be linked to differences among sea surface temperatures (SST) and thus sea surface saturation specific humidities (qₛ), which essentially contributes to the evaporation estimates. Note that the cold bias in the SST data record, which according to Andersson et al. (2010b) caused the minimum in HOAPS-3.2 after the eruption of Mount Pinatubo, has considerably been reduced in HOAPS-4.0. The global mean bias in comparison to HOAPS-3.2 equals to -0.24 mm/d.

Differences in climatologically mean precipitation estimates (Figure 1, middle left) are minor and range between -0.2 mm/d to 0.4 mm/d (global mean difference: 0.03 mm/d). Extratropical storm track regions (and poleward) experience a slight increase in rain intensities in HOAPS-4.0, whereas small decreases are mainly concentrated around 40°N/S of all ocean basins. (Sub-) tropical rain rates do not show a clear sign in bias and the differences remain negligible in terms of magnitude.
These rather insignificant bias magnitudes were to be expected, as both HOAPS-4.0 and HOAPS-3.2 are based on the same neural network precipitation algorithm presented in Andersson et al. (2010b). It is therefore concluded that the observed minor differences are associated with the implementation of an updated FCDR, also utilising data from SSMIS in HOAPS-4.0 from 2005 onwards.

The climatological differences of $q_a$ between HOAPS-4.0 and HOAPS-3.2 are negligible because the same statistical retrieval was applied in HOAPS-4.0 and in HOAPS-3.2. Nevertheless small differences exist which can be explained with the utilisation of the updated FCDR.

Figure 1 (middle right) shows the bias in freshwater budget (E-P) between HOAPS-4.0 and HOAPS-3.2, which is clearly driven by differences in the evaporation product. With the exception of locally isolated maxima off the Arabian Peninsula and west of Mexico (up to 1 mm/d), the HOAPS-4.0 freshwater budget experiences an overall reduction, owing to smaller evaporation estimates (Figure 1, top right). The reduction takes on values of up to 0.7 mm/d along the Tropical Pacific ITCZ (global mean difference: -0.27 mm/d). The observed reduction in HOAPS-4.0 E-P implies that the global fresh water imbalance of 0.77 mm/d observed for HOAPS-3.2 (1992-2005: 0.73 mm/day, Andersson et al., 2011) has considerably been reduced and is now 0.50 mm/d.

We conclude that the 1D-Var retrieval underlying HOAPS-4.0 has led to an improvement of the wind speed estimates in comparison to HOAPS-3.2. Due to negligible differences in $q_a$, this results in a reduction in HOAPS-4.0 evaporation. This can be seen as an overall progress, specifically regarding the reduction in the freshwater imbalance from 0.77 mm/d (HOAPS-3.2) to 0.50 mm/d (HOAPS-4.0).

6 Evaluation of HOAPS parameters using gridded data

6.1 Methodology

For the following comparisons a common time period from 1988–2014 is chosen, which is covered by all data records except for the TRMM 3B43 and TMI products, which start only in 1998 and the IFREMER data, which covers the period 1993-2007.

The HOAPS land–sea and ice masks were applied to all data records to achieve a common spatial coverage of the global ice-free oceans. Apart from the differences of the mean fields for the period 1988–2014, the respective zonal means have been calculated as well as the time series of the monthly global mean values.

The IFREMER evaporation and GPCP precipitation were subtracted from each other to provide a freshwater flux product for comparison, in addition to the ERA-Interim freshwater flux product.

Here bias, RMSD and temporal stability are assessed to characterise the quality of the HOAPS-4.0 products.

The bias (or mean difference) between two estimations $x_i$ (reference data) and $y_i$ (estimated with the HOAPS retrieval) of the same variable is computed as:

$$\text{bias} = \frac{1}{N} \sum_{i=1}^{N} (y_i - x_i)$$
The RMSD is defined as follows:

$$ \text{RMSD} = \sqrt{\frac{1}{(N-1)} \sum_{i=1}^{N} (y_i - x_i)^2} $$  \hspace{1cm} (2)

In Eqs. 1 and 2 the sum is computed for all valid pairs, noted N. In sections 5 and 6 bias and RMSD are estimated on basis of global mean values.

The term bias describes the mean difference between HOAPS and the reference data records and also the RMSD is based on such differences. The reference data records are mature and widely used. However, it is not known whether or not the reference data records are bias free on global and regional scales. Also, it does not imply that the reference data records have superior quality relative to HOAPS-4.0.

Relative differences for every parameter of HOAPS-4.0 have been calculated as follows:

$$ \text{rel_diff} = \frac{\text{HOAPS} - 4.0 - \text{reference}}{\text{reference}} \cdot 100 $$

Only one reference has been taken for every parameter. Which reference this is, is given in Figure 26 in the Annex (section 11) together with the individual plots of the relative differences for every parameter.

Decadal stability is computed by applying linear regression analysis to the results from Eq. 1 using the function “reline_stats” from NCL (NCAR Command Language). All samples are weighted equally. In the future it is intended to weight the samples according to their individual retrieval uncertainties. The slope of the regression is the temporal change of the bias, either per month (section 7) or per collocated data pair (section 8). The probability, that the stability is smaller than a requirement is computed by integrating the Gaussian noise distribution using the 1-sigma noise level from the linear regression analysis within limits defined by the requirement. Based on this the p-value can be computed (100-coverage probability)/100. The null hypothesis is that the stability is outside the requirement and the alternative hypothesis is that the stability is within the requirement. The null hypothesis needs to be rejected if the coverage probability >95% (or p<0.05).

The Pearson’s correlation coefficient R between the variables x and y, each having N elements, is defined as follows:

$$ R = \frac{N \sum_{i=1}^{N} x_i y_i - \sum_{i=1}^{N} x_i \sum_{i=1}^{N} y_i}{\sqrt{N \sum_{i=1}^{N} x_i^2 - \left(\sum_{i=1}^{N} x_i \right)^2} \times \sqrt{N \sum_{i=1}^{N} y_i^2 - \left(\sum_{i=1}^{N} y_i \right)^2}} $$  \hspace{1cm} (A3)

6.2 Near surface specific humidity

6.2.1 Results

HOAPS-4.0 climatological mean near-surface atmospheric specific humidity (q_a) and its annual cycle are shown in Figure 2. The highest values of up to 20 g/kg of the climate mean
qa are found in the tropical warm pool region and the ITCZ (left panel). Towards the subpolar regions the values decrease below 2 g/kg. The annual cycle (Figure 2, right panel) clearly shows the movement of the tropical qa maximum with the position of the sun.

The comparison of qa between HOAPS and ERA-Interim (Figure 3, top left) exhibits the most distinct differences in the tropical and subtropical regions. Positive biases exceed 1 g/kg over the subtropical Atlantic and Pacific along 30°N/S as well as in parts of the warm pool area (<10%). Biases of up to 2.3 g/kg (20%) are located over the eastern tropical Atlantic and Pacific. By contrast, HOAPS-4.0 qa are systematically lower than ERA-Interim along 10°S and 10-20°N over the Indian Ocean, the central Pacific, and eastern Atlantic. These regions comprise the negative biases up to -2.2 g/kg, which are specifically found off the Arabian Peninsula and in the Caribbean. Likewise, HOAPS-4.0 tends to underestimate qa along the Namibian coast and subtropical coastal areas of Chile.

The comparison with NOCS (Figure 3, middle) reveals a similar pattern but is shifted toward a more negative bias. In particular over the subtropical ocean of all basins, HOAPS-4.0 qa is partly underestimated by more than 2 g/kg (20%) in comparison to NOCS. Locally, biases of -3 g/kg are observed. Positive biases up to 2 g/kg are confined to the eastern equatorial Pacific and the tropical eastern coasts of Africa.

The deviations between HOAPS-4.0 and IFREMER (Bentamy et al, 2003) are overall small with ±0.5 g/kg in parts of the tropical regions of all ocean basins and over the western boundary currents (Figure 3, upper right). This is within 5% for the most regions, locally within 10%. In the tropical belt, the general tendency of the regional differences is similar to the previous comparisons, with IFREMER being much closer to HOAPS-4.0 than to the other products. This is also mirrored in the global mean bias, which is given by 0.03 g/kg.

Figure 2: Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4.0 near surface specific humidity qa for the years 1988–2014.

HOAPS-4.0: hair 1988-2014
Figure 3: Difference of the 1988-2014 climatological mean HOAPS-4.0 near surface specific humidity and ERA Interim (upper left), NOCS (middle), and IFREMER (upper right, 1993-2007). The lower panels show the global monthly mean humidity time series of each data record (top) and the zonal mean humidity (bottom) for the overlapping time period 1988-2014 (1993-2007 for IFREMER).
The global mean time series of all data records (Figure 3, top of lower panels) differ in variability (global mean standard deviation of HOAPS-4.0: 0.10 g/kg; equivalent of NOCS: 0.19 g/kg), whereas HOAPS-4.0 magnitudes are slightly above the ERA-Interim values and concurrently below the NOCS estimates. At the same time, IFREMER estimates closely resemble those of HOAPS-4.0, which was to be expected. The zonal mean values of all data records (Figure 3, bottom of lower panels) show very similar characteristics. Specifically between 20°N/S, the NOCS data record is generally moister compared to both reanalysis and satellite products. Overall, the NOCS monthly global mean q_a values are on average 0.31 g/kg (3%) higher compared to HOAPS-4.0. ERA-Interim exhibits the lowest zonal mean values in the equatorial region as well as around 30° north and south, which results in global mean values that are on average 0.14 g/kg lower compared to HOAPS-4.0.

6.2.2 Discussion

The comparison of q_a from IFREMER and HOAPS-4.0 exhibits smallest differences because of the application of the same algorithm for microwave imager data. Hence, the deviations originate either from different sensor calibrations in the individual SSM/I and, from 2005 onwards, SSMIS brightness temperature records or from a different sampling due to the kriging technique used in the IFREMER dataset.

Larger deviations in q_a are locally observed when comparing HOAPS-4.0 with ERA-Interim and specifically NOCS. In particular, over the subtropical regions, a strong negative bias in the HOAPS-4.0 satellite retrieval compared to NOCS is evident. Jackson et al. (2009) found similar patterns in the comparison of different q_a satellite retrievals with ICOADS ship and buoy data. This dry bias in the range of 15-18 g/kg (that is, subtropics) has already been resolved for HOAPS-3.2 in Kinzel et al. (2016) and is also seen for HOAPS-4.0 (see section 7.2 (Figure 18a)). Comparing HOAPS-4.0 with ERA-Interim, this bias is less pronounced, since ERA-Interim is generally dryer in the tropical regions compared to NOCS (Andersson et al., 2011). In context of investigating LHF patterns of satellite and reanalysis data sets (HOAPS-2 and ERA-40, amongst others), Liu and Curry (2006) attribute observed LHF differences over (sub-) tropical regimes mainly to prevailing differences in q_a estimates.

Apart from the tropics, the poor sampling of the ship observations lead to larger uncertainties in the NOCS data record over the Southern Ocean (e.g., Berry and Kent, 2011). Especially during cold seasons, ground observations are sparse, leading to large deviations between the data records. Climatological averages (1988-2014) of these total uncertainties in NOCS reach 1.5-2 g/kg over the Southern Ocean (not shown). Global mean biases in NOCS show a more or less linear increase from 0.7 g/kg (1988) to 0.9 g/kg (2014). This uncertainty increase in the reference data record coincides with an increase in bias between NOCS and HOAPS-4.0 for 1996-2004 (Figure 3, top of lower panels). Over the North Atlantic and Pacific, where the sampling density is higher, this problem is not evident. However, the accuracy of satellite retrievals also depends on the representativeness of spatiotemporal variability of their a priori data used during the development of the algorithm. In presence of strong precipitation the retrieval is not applied. The associated sampling effect impacts the bias (fair weather bias) and might partly explain to the observed bias patterns in (Figure 3)
Based on the validation against the monthly mean in situ based NOCS data record it can be concluded that the HOAPS bias (RMSD) in $q_a$ fulfills the target (optimal) requirement with a mean bias (RMSD) of $-0.31 \text{ g/kg} \ (0.21 \text{ g/kg})$ (Table 6-1, PRD [RD 1]).

**Table 6-1:** Requirements for near surface humidity product CM-12901 as given in the PRD [RD 1]. Accuracy numbers are given for global mean values. Regional larger deviations may occur.

<table>
<thead>
<tr>
<th></th>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>1.20 g/kg</td>
<td>0.60 g/kg</td>
<td>0.30 g/kg</td>
</tr>
<tr>
<td>RMSD</td>
<td>2.40 g/kg</td>
<td>1.20 g/kg</td>
<td>0.50 g/kg</td>
</tr>
<tr>
<td>Decadal stability</td>
<td>0.20 g/kg</td>
<td>0.10 g/kg</td>
<td>0.04 g/kg</td>
</tr>
</tbody>
</table>
6.3 Near surface wind speed

6.3.1 Results

HOAPS-4.0: wind 1988-2014

![Figure 4: Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4 near surface wind speed for the years 1988–2014.](image)

HOAPS–4.0 climatological mean wind speed for the years 1988–2014 is shown in the left panel of Figure 4. North Atlantic and Pacific storm-track regions as well as the “roaring forties” and “furious fifties” over the Southern Ocean are characterized by maximum climate mean values of up to 13 m/s. Secondary local maxima exist in the tropical trade wind area. Moreover, the characteristic minima of the subtropical calms and the Southeast Asian warm pool region are clearly evident. The zonal mean annual cycle (Figure 4, right) highlights the wintertime maxima of wind speed in the mid- and high latitudes of both hemispheres, while only weak variability occurs in the subtropical regions.

The comparison of HOAPS-4.0 wind speed with ERA-Interim and NOCS is depicted in Figure 5. Red colours indicate regions where HOAPS-4.0 exhibits on average higher values, while in blue shaded regions HOAPS-4.0 underestimates wind speeds.

ERA-Interim wind speeds are generally lower compared to HOAPS-4.0 over the global oceans. This finds expressions in a global mean bias of 0.20 m/s. Apart from the overall bias, distinct differences occur in the intertropical convergence zone (ITCZ) as well as 30°N/S over all ocean basins, where ERA-Interim is considerably lower compared to HOAPS-4.0. Negative biases, locally as large as -2.8 m/s, are found along the western coasts of the subtropical continents and in monsoon regimes, e.g. off the Arabian and Indian Peninsula. Likewise, a general underestimation of HOAPS-4.0 wind speed dominates the southern oceanic storm track region.
Figure 5: Difference of the 1988–2014 climate mean HOAPS-4.0 wind speed and ERA-Interim (upper left), NOCS (middle), and IFREMER (upper right, 1993-2007). The lower panels show the global monthly mean wind speed time series of each data record (top) and the zonal mean wind speed (bottom) for the overlapping time period 1988-2014 (1993-2007 for IFREMER).
Comparing HOAPS-4.0 with NOCS (Figure 5, middle) reveals largely different patterns. Negligible or (generally small) negative biases are found throughout the (sub-) tropical oceans. HOAPS-4.0 overestimations are almost exclusively confined to the extratropical storm track regions over the Southern Ocean. In this region, biases frequently exceed 2 m/s on wider ranges. Similar to the comparison to ERA-Interim HOAPS-4.0 exhibits underestimations relative to NOCS at the western boundaries of the continents. Locally, largest underestimations are in the order of 3 m/s. Despite the large positive biases over the Southern Ocean, the global mean bias is slightly negative and takes on a value of -0.19 m/s. The corresponding RMSD is given by 0.21 m/s.

A noticeable bias in the tropical western Pacific and warm pool region is evident in comparison to IFREMER (Figure 5, upper right), which coincides with low absolute wind speeds in a climatological sense. Here, HOAPS-4.0 underestimates wind speeds by 1.5-2 m/s. This also accounts for the Atlantic ITCZ regime as well as northern parts of the Indian Ocean. This pattern also coincides with maxima in precipitation. Positive biases are found over stratus regions off the west coasts of all continents. Note that the small regions of underestimation by HOAPS-4.0 at the coasts are also evident here, though less pronounced and smaller in region. The global mean deviation equals to -0.31 m/s.

Table 6-2: Requirements for near surface wind speed product CM-12911 as given in the PRD [RD 1]. Accuracy numbers are given for global mean values. Regionally, larger deviations may occur.

<table>
<thead>
<tr>
<th></th>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>1 m/s</td>
<td>0.6 m/s</td>
<td>0.3 m/s</td>
</tr>
<tr>
<td>RMSD</td>
<td>1.6 m/s</td>
<td>0.8 m/s</td>
<td>0.5 m/s</td>
</tr>
<tr>
<td>Decadal stability</td>
<td>0.24 m/s</td>
<td>0.12 m/s</td>
<td>0.03 m/s</td>
</tr>
</tbody>
</table>

As described in context of Figure 5 (top left), the time series (Figure 5, top of lower pannels) indicate that ERA-Interim wind speeds are exclusively below the estimates of the remaining data records (see also Kent and Berry, 2013). This is also well represented in the zonal mean illustration (Figure 5, bottom of lower pannels). Owing to the large-scale wind speed overestimation of IFREMER in the Indo-Pacific region, its global mean estimates are largest. By contrast, HOAPS-4.0 and NOCS climatological means are very similar, as the NOCS overestimations between 40°N/S and concurrent underestimations over the polar oceans almost cancel each other out. This opposed behaviour is clearly displayed in the zonal mean presentation. The standard deviations of their time series are almost identical, taking on a value of 0.21 m/s. The strong negative outlier of IFREMER wind speeds close to the Antarctic continent is likely associated with retrieval issues in the vicinity of the sea ice edge.

6.3.2 Discussion

The underestimation of ERA-Interim wind speed compared to all other data records is known from previous studies comparing satellite-retrieved and reanalysis wind speeds (e.g. Meissner et al. 2001; Kelly et al. 2001; Monahan 2006). The systematic deviations are caused by the different principles used to determine the wind speed. Inferred surface wind stress from satellite observations is often transformed to represent 10-m equivalent neutral-stability wind speed. In contrast to that, reanalysis models assimilate SSM/I and SSMIS radiances and scatterometer wind speed observations and then analyse and forecast the actual winds at 10 m. Another general source for systematic differences is that the reanalyses implement a static sea
surface, while satellite measurements are sensitive to ocean surface currents and measure the wind speed relative to the underlying sea surface (e.g. Meissner et al. 2001; Kelly et al. (2001). Additionally, regionally limited measurements acquired by radiosondes and the radiative transfer calculations underlying the satellite retrieval algorithms as well as the reanalyses lead to locally different results in the wind speed. The large differences over the monsoon regions of the Bay of Bengal and the Arabian Sea are likely to originate from lack of input data representing the specific atmospheric and sea surface properties in these regions due to atmospheric advection and oceanic upwelling (Andersson et al., 2011).

With the exception of the ITCZ region (and specifically the warm pool regime), HOAPS-4.0 and IFREMER exhibit an overall better agreement with biases mostly below 0.5 m/s. The noticeable negative biases in the tropics are assumed to be linked to the frequently strong precipitation in this region, which hampers the retrieval of wind speed using microwave radiometers, leading to gaps in the wind speed data. Filling these gaps with scatterometer-derived wind speeds as done in the IFREMER data record may explain the biases seen in Figure 5 (upper right) since the scatterometer wind speed algorithm can also be strongly affected by precipitation under certain circumstances. Under low wind speeds and when the scatter from the sea surface is low, additional volume scattering of even light precipitation leads to a spurious wind signal (e.g., Tournadre and Quilfen 2003; Wallcraft et al. 2009). An inverse effect is observed for high wind speed regimes. A similar, but considerably weaker, effect may occur in the HOAPS-4.0 data because of strong precipitation, which inhibits the retrieval of wind speed from the satellite observations (Wentz 1997; Andersson et al. 2010b). However, this affects usually only the inner cores of precipitating weather systems and hence only a limited number of satellite observations. In regions with frequent precipitation, such as the ITCZ or the Southern Ocean, this is the case for 10%–15% of the observations and might thus partly explain the bias observed in the ITCZ.

The systematic underestimation of NOCS wind speeds in high southern latitudes is mirrored in the random error estimate given in the data record, which reaches 3-4 m/s over the extratropical southern latitudes due to sparse data sampling (not shown). The limited number of observations from these regions in the NOCS data record leads to a bias toward low wind speeds since ships tend to avoid storms and high sea state related to winds, particularly during the cold season (e.g. Berry and Kent, 2009). Between 1988 and 2014 a nearly linear increase in NOCS global mean random uncertainty from 1.7 m/s to 2.4 m/s is observed (not shown). From 1988-1996 and from 2008 onwards, the biases between HOAPS-4.0 and NOCS increases (Figure 5, top of lower panels), which coincides with the increasing random uncertainty with NOCS wind speeds. A similar, but considerably weaker, effect may occur in the HOAPS-4 data because of strong precipitation, which inhibits the retrieval of wind speed from the satellite (Wentz 1997; Andersson et al. 2010b). However, this affects usually only the inner cores of precipitating weather systems and hence only a limited number of satellite observations. In regions with frequent precipitation, such as the ITCZ or the Southern Ocean, this is the case for 10%–15% of the observations and might thus partly explain the bias observed in the ITCZ.

Comparing HOAPS-4.0 based wind speeds against the NOCS in-situ reference data, the average bias (RMSD) of -0.19 m/s (0.21 m/s), suggests that the optimal requirements defined in the PRD document are met (Table 6-2, PRD [RD 1]).
6.4 Evaporation and Latent heat flux

6.4.1 Results

The mean global ocean evaporation (Figure 6, left panel) shows the well-known climatological distributions with strong maxima over the subtropics of both hemispheres with values of up to 7 mm/d. Mid- and high latitudes exhibit generally lower values of less than 3 mm/d with the exception of the warm boundary currents of the Kuroshio Current, the Gulf Stream, and the Agulhas Current. The Gulf Stream generates the highest mean evaporation values on the globe of up to 8 mm/d. A pronounced seasonal variability can be identified in the climatological zonal mean annual cycle (Figure 6, right panel) with maximum evaporation values in the trade wind belts and secondary maxima in the mid- and high-latitude storm-track regions during the winter season of each hemisphere.

The difference in evaporation to all data records is shown in Figure 7. Generally higher differences are found in regions of large evaporation (specifically over the subtropical Pacific) and smaller values in regions with low evaporation.

In a broad band from the Kuroshio over the North Pacific to the North American west coast ERA-Interim and NOCS evaporation is systematically higher compared to HOAPS-4.0. In case of NOCS, this is associated with an underestimation of HOAPS-4.0 wind speeds (Figure 7). Regarding ERA-Interim, this is a consequence of an overrepresentation of HOAPS-4.0 qa (Figure 3). This negative bias in evaporation continues southward along the Baja California. Over the cold tongue in the eastern equatorial Pacific and the Southeast Asian warm pool HOAPS-4.0 evaporation is also systematically lower compared to all other data records (specifically IFREMER), mainly owing to an overestimation of HOAPS-4.0 qa.

Compared to both NOCS and ERA-Interim, an underestimation of HOAPS-4.0 evaporation is evident in the eastern tropical Atlantic with differences of more than 1 mm/d (up to 50%). This negative bias results from an overestimation of qa along the West African coast (as over the eastern tropical Pacific, Figure 3) and an underestimation of qs in the tropical and subtropical Atlantic. Andersson et al. (2011) hypothesized that it results from high desert aerosol loadings, which hinder the proper error correction within the SST retrieval algorithm. By contrast, qa biases in relation to IFREMER are considerably smaller (Figure 3), as are the magnitudes of the negative evaporation biases in this region (Figure 7, upper right).

In comparison to NOCS, the southern extratropics appear exceptional (Figure 7, middle), as the bias magnitude is large compared to relatively low average evaporation values. Locally, the mean evaporation of NOCS is more than 1.5 mm/d below HOAPS-4.0 values, which corresponds to a relative difference of more than 50% in these regions. These deviations coincide with the southern hemisphere’s band of strong winds between 40˚ and 60˚S, which is considerably more pronounced in HOAPS-4.0 compared to NOCS (compare Figure 5). In relation to ERA-Interim, HOAPS-4.0 evaporation is up to 0.75 mm/d higher (i.e., more than 30 %) over the southern midlatitudinal storm tracks. This is mainly related to differences in qa - qa (not shown), since HOAPS-4.0 wind speeds are even slightly lower than those of ERA-Interim (Figure 5).

Over the North Atlantic and North Pacific between 40˚ and 80˚N the comparison between the data records shows mixed results with differences that are mostly below 0.5 mm/d. While
ERA-Interim slightly overestimates evaporation over the North Atlantic, NOCS evaporation is underrepresented over higher latitudes of the North Pacific. By contrast, evaporation estimates of IFREMER are almost invariably higher than HOAPS-4.0.

Owing to the overestimation of IFREMER wind speeds over larger tropical areas centered over the warm pool, bias magnitudes of evaporation frequently exceed 1 mm/d in an absolute sense and are comparable to those associated with NOCS in these regions. In consequence, the global mean bias of HOAPS-4.0 evaporation with respect to IFREMER equals to -0.50 mm/d. Yet, apart from the Indo-Pacific region, other bias magnitudes (both positive and negative) are smaller compared to ERA-Interim and NOCS. In comparison to HOAPS-4.0 their biases yield to -0.40 mm/d and -0.28 mm/d, respectively.

In conclusion, regarding ERA-Interim and NOCS (Figure 7, top left and middle), the differences are largely determined by the humidity fields (compare Figure 3). ERA-Interim wind speeds are even larger (smaller) over the southern hemispheric storm track and off Arabia (off the tropical west coasts of Africa and South America), although corresponding evaporation estimates are smaller (larger) compared to HOAPS-4.0 (Figure 5, Figure 7). Focusing on NOCS, the footprint of wind speed biases is also mirrored in respective evaporation differences, although the signal is rather damped in comparison to the $q_a$ biases. Near the Arabian Peninsula and the Caribbean (off Antarctica), the impact of humidity biases is specifically strong, as respective NOCS wind speeds are larger (smaller), although resulting evaporation estimates are positive (negative).

By contrast, the comparison with the IFREMER data record (Figure 7, upper right) clearly shows the footprint of the wind speed biases (Figure 5). The subtropical northern Atlantic/Pacific, along the western boundary currents, and the 60°S belt are striking. Here, IFREMER overestimates evaporation, although the $q_a$ estimates exceed those of HOAPS-4.0. In fact, a dependency on $q_a$ biases on evaporation differences is evident, yet considerably less apparent as seen for both ERA-Interim and NOCS.

**Figure 6:** Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4.0 evaporation for the years 1988–2014.
The comparison of the climatological zonal means (Figure 7, bottom of lower panels) shows an overall agreement in the location and magnitude of the maxima and minima of all data records. It clearly resolves the addressed underrepresentation of NOCS evaporation over the extratropics of the Southern Ocean (deviations of up to 50%). Over the northern hemispheric counterpart, this difference is negligible. Absolute differences of 1 mm/d between all data records are confined to the inner tropics. Specifically, HOAPS-4.0 evaporation is lowest over the inner tropics in comparison to all other data records, which is to a large extent associated with the HOAPS-4.0 underrepresentation of evaporation along the tropical eastern ocean basins. Similar deviations occur along 30°N. Between 15°S and 20°N, IFREMER zonal averages are largest in comparison to the remaining data sets, what is also mirrored in the time series (Figure 7, top of lower panels). By contrast, ERA-Interim zonal averages are largest between 20-40° of both hemispheres.

With the exception of IFREMER, the magnitudes of the global monthly mean time series (Figure 7, top of lower panels) are in close agreement for all data records. As has been discussed in context of zonal means, HOAPS-4.0 remains below ERA-Interim and NOCS (mainly from 1992-2006 and after 2011) and specifically below IFREMER from 2002-2007. The sudden increase of the IFREMER time series in 2002 is likely to be an artefact from the wind or SST input data sources. However, this does not affect the general difference patterns. The standard deviation of the monthly mean time series of HOAPS-4.0 (NOCS) equals to 0.17 mm/d (0.15 mm/d).
Figure 7: Difference of the 1988–2014 climate mean HOAPS-4.0 evaporation and ERA-Interim (upper left), NOCS v2.0 (middle), and IFREMER flux (upper right, 1993-2007). The global monthly mean evaporation time series of each data record (top of lower panels) and the zonal mean evaporation (bottom of lower panels) for the overlapping time period 1988–2014 (1993-2007).
6.4.2 Discussion

In the comparison with the three other data records, HOAPS-4.0 shows a overall positive bias in regions with high values of evaporation and negative bias in regions with low evaporation. When compared to the difference plots of wind speed and \( q_a \), it appears that the large-scale deviations in evaporation in the tropical regions are primarily caused by differences of the \( q_a \) retrievals (Andersson et al., 2011). Similar conclusions have been drawn by Liu and Curry (2006) when comparing reanalysis and satellite LHF products over the (sub-) tropical regimes.

The differences in the wind speed and \( q_a \) are mostly of second-order importance, except for the strong positive bias of the IFREMER data record centred over the Indo-Pacific region. At higher latitudes, where the sea–air humidity difference is smaller, the influence of the wind speed increases. This targets the overestimation in NOCS wind speed in the extratropical North Pacific, for example, causing negative biases in evaporation. Regarding the influence of wind speeds on biases in evaporation, Brunke et al. (2011) assess the uncertainties in LHF in numerous reanalysis and satellite-derived data sets and point out that the variability in biases (compared to globally distributed ship measurements) increase in strong wind regimes.

The underestimation of HOAPS evaporation (and thus LHF) compared to the reference data sets has already been picked up in earlier studies. Specifically in lower latitudes, Brunke et al. (2002), Chou et al. (2003, 2004), and Kubota et al. (2003) have demonstrated a underestimation of HOAPS-1 LHF in comparison to remotely sensed data, reanalyses, and observational data. Bourras (2006) and Liu and Curry (2006) demonstrated good performance of HOAPS-2 flux data. Specifically, Bourras (2006) compares HOAPS-2 to four other remotely-sensed LHF data sets and concludes that HOAPS-2 is the most appropriate product to study turbulent fluxes over the world oceans. Similar reasoning is done in Liu et al. (2011) for HOAPS-3 over the Southern Ocean. HOAPS-3 is furthermore assessed by Andersson et al. (2011), who conclude that global mean time series of satellite, reanalysis, and in-situ data often agree within 10% of the individual products and HOAPS-3 tends to agree better with other satellite-derived data sets than with observational and reanalysis data.

As in Andersson et al. (2011), the validation results of HOAPS-4.0 evaporation indicate that the compared products differ less than 10-15% for most of the investigated time period from 1988 to 2014 (Figure 7, top of lower panels). This is in accordance with results for global mean estimates of Trenberth et al. (2009) who found similar differences between satellite- and model-based data records. However, the time series and zonal averages shown in Figure 7(lower panels) suggest that this does not apply to the bias of HOAPS-4.0 to IFREMER, which has increased by 0.24 mm/d in comparison to HOAPS-3.2 (compare Figure 1).

The reasons of uncertainties in the evaporation estimates point at uncertainties associated with the retrieval of wind speed, \( q_a \), and SST that are affected by precipitation and clouds. Depending on the methodology and sampling density this may lead to errors in the absolute values and the temporal variability in regions with persistent cloud cover and frequent precipitation. Wind speed and \( q_a \) cannot reliably be retrieved under strong precipitation. Similar to the SST, missing values may be interpolated as it is done in the IFREMER product by a kriging procedure. In HOAPS-4.0 the missing values for \( q_a \) and wind speed are not interpolated resulting in a considerably lower number of evaporation observations in regions with frequent precipitation. The strongest effect is observed over the Southern Ocean, the ITCZ, and tropical warm pool, where in 10%–15% of all SSM/I and SSMIS observations the
retrieval of wind speed, $q_a$ and hence evaporation is not possible. Precipitation-related retrieval issues are also picked up in Andersson et al. (2011), for example.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bias</strong></td>
<td>0.7 mm/d</td>
<td>0.36 mm/d</td>
</tr>
<tr>
<td></td>
<td>20 W/m²</td>
<td>10 W/m²</td>
</tr>
<tr>
<td><strong>RMSD</strong></td>
<td>1.24 mm/d</td>
<td>0.62 mm/d</td>
</tr>
<tr>
<td></td>
<td>35 W/m²</td>
<td>17 W/m²</td>
</tr>
<tr>
<td><strong>Decadal</strong></td>
<td>0.32 mm/d</td>
<td>0.14 mm/d</td>
</tr>
<tr>
<td><strong>stability</strong></td>
<td>9 W/m²</td>
<td>3.9 W/m²</td>
</tr>
</tbody>
</table>

Finally note, that the cold bias in the SST data record, which according to Andersson et al. (2010b) caused the minimum in HOAPS-3.2 after the eruption of Mount Pinatubo, has considerably been reduced in HOAPS-4.0 (see Figure 7, top of lower panels).

Based on the comparison of HOAPS-4.0 monthly mean evaporation (latent heat flux) against the in situ based NOCS data, it can be concluded that the requirements defined in the product requirement document are met with a mean bias of -0.28 mm/d (7%, target) and a RMSD value of 0.24 mm/d (6%, optimal). The corresponding values for latent heat flux are -7.6 W/m² (target) and 6.5 W/m² (target), respectively (Table 6-3, PRD [RD 1]).

### 6.5 Precipitation

#### 6.5.1 Results

The climatological mean precipitation from HOAPS-4.0 (Figure 8, left panel) well represents the known global distribution of precipitation. Dominant features are the overall highest rain rates in the ITCZ, exceeding 10 mm/d, and the regional maxima over the tropical Indian Ocean and the South Pacific conversion zone (SPCZ). The North Atlantic and Pacific storm tracks are also clearly identifiable with maximum values of up to 9 mm/d over the Gulf Stream and Kuroshio currents. Global precipitation minima can be observed in the so called subtropical oceanic deserts in the eastern subtropical Atlantic and Pacific.
Figure 8: Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4.0 precipitation for the years 1988–2014.

The zonal mean annual cycle (Figure 8, right panel) clearly shows the seasonal displacement of the ITCZ as well as the high precipitation values over the Northern Hemisphere storm tracks during the cold season. Similar features, although smaller in magnitude, are observed over the extratropical Southern Ocean. The development of the southern hemisphere subtropical maximum in the SPCZ between January and April is also evident.

The comparison of HOAPS-4.0 precipitation with ERA-Interim, TRMM 3B43 and GPCP is depicted in Figure 9. Red colours indicate regions where HOAPS-4.0 exhibits on average higher values, while in blue shaded regions HOAPS-4.0 underestimates precipitation. ERA-Interim precipitation is generally higher on a global scale compared to all satellite-derived products as depicted in the difference plot of HOAPS-4.0 and ERA-Interim, the zonal means and the global monthly mean time series of the data records in Figure 9. This bias originates mainly from the tropical belt, where ERA-Interim exceeds HOAPS-4.0 partly by more than 2 mm/d (which corresponds to 50% off Somalia). The issue of excessive tropical precipitation in ERA-Interim (e.g., Kim et al., 2013) is already known from the former ERA-40 reanalysis. However, the tropical moisture budget in ERA-Interim appears to be improved over ERA-40, for which this positive bias was even stronger (Simmons et al., 2007). Except for the large tropical biases, the deviations between HOAPS-4.0 and ERA-Interim are small and remain mostly below 1 mm/d (<20%). HOAPS-4.0 precipitation values are noticeably larger compared to ERA-Interim over the western boundary currents as well as over the ITCZ region of the central Pacific and the south-eastern tip of the SPCZ. Nevertheless, average HOAPS-4.0 precipitation is 0.47 mm/d below the ERA-Interim global mean.
Figure 9: Difference of the 1988–2014 climate mean HOAPS-4.0 precipitation and (upper left) ERA-Interim, (upper right) TRMM 3B43 (1998–2014), and (middle) GPCP. The lower panels show the global monthly mean precipitation time series of each data record (top, within ±40°N/S for TRMM) and the zonal mean precipitation (bottom) for the overlapping time period 1988–2014 (1998–2014 for TRMM 3B43).
Bias magnitudes between HOAPS-4.0 and TRMM 3B43 precipitation (Figure 9, upper right) often remain lower compared to the ERA-Interim differences, as deviations below 0.5 mm/d (5%–10%) occur for most regions. HOAPS-4.0 precipitation exceeds the TRMM estimates by up to 2 mm/d over the tropical central Pacific (global bias maximum) and relatively large differences are found in regions of high precipitation variability, i.e. over the western subtropical Pacific and over the central Indian Ocean. The overestimation along the SPCZ is less pronounced as in the comparison of HOAPS-4.0 and ERA-Interim. HOAPS also exhibits overestimations over the Kuroshio current. As average precipitation rates in the above-mentioned regions are comparatively large, relative deviation often remain below 20%. Over the entire North Atlantic basin, HOAPS-4.0 precipitation is systematically lower compared to the TRMM data, with the exception of the Gulf Stream region off Newfoundland. Other regions with lower precipitation in HOAPS-4.0 are found in the region south of Australia and parts of the northern Indian Ocean.

The comparison of HOAPS-4.0 with GPCP (Figure 9, middle) exhibits similar differences for the tropical belt as the comparison of HOAPS-4.0 and TRMM. Relative to TRMM the differences appear smoothed and HOAPS-4.0 values are larger over the SPCZ than GPCP by around 0.5 mm/d (10%). Similar to ERA-Interim and TRMM, the maximum deviation of about 1.5 mm/d (30%–40%) is found in the Pacific ITCZ. Over the mid–high latitudes between 40° and 70°, the precipitation in GPCP is generally 10%–30% higher compared to HOAPS-4.0. Locally the values exceed 50%. Locally, however, extratropical biases are positive, e.g. south of Greenland and, as also indicated in Figure 9 (top left), close to the coast of Antarctica.

The global mean time series (Figure 9 top of lower panels) of the satellite-derived products exhibit values around 3 mm/d, while the ERA-Interim precipitation record tends to be approximately 0.4 mm/d above the satellite climatologies. The month-to-month variability of the HOAPS-4.0 record is slightly larger compared to the other data records. The standard deviation of the monthly global mean values of HOAPS-4.0 equals to 0.17 mm/d. As indicated by the time series, the corresponding GPCP variability is lower and takes on a value of 0.06 mm/d. The monthly mean global bias with respect to GPCP slightly decreases from 0.9 mm/d (1988) to approximately 0.8 mm/d (2014) (not shown). Specifically prior to 1995 and from 2005 onwards, a concurrent bias reduction between HOAPS-4.0 and GPCP occurs (Figure 9, top of lower panels). It is therefore suggested that the decrease in bias is linked to a reduction in the monthly mean random uncertainty of GPCP rainfall.

For the zonal means (Figure 9, bottom of lower panels), the consistency among all products is best between 15-30°S and 15-40°N. Specifically equatorward of 20°S up to the northern branch of the ITCZ, ERA-Interim precipitation averages are well above the means of all other data sets, which is also mirrored in the time series as well as in the bias magnitudes shown in Figure 9 (top left). Here, latitudinal-mean biases are in the order of 1-2 mm/d. GPCC estimates are largest over the extratropical oceans of both hemispheres, followed by ERA-Interim and HOAPS-4.0 precipitation rates. Specifically in northern (sub-) polar regions, an increase in relative differences among the data sets can be observed.

### 6.5.2 Discussion

The comparison of HOAPS-4.0 precipitation with the ERA-Interim reanalysis and the satellite products GPCP and TRMM 3B43 exhibits considerable absolute differences in regions with high precipitation variability. Whereas variability patterns are often similar, substantial
disagreements in intensities occur, as has also been illustrated by Shin et al. (2011) on a global scale.

The largest absolute differences are found over the ITCZ, while the relative differences are largest at high latitudes, where precipitation amounts are less. This is in agreement with previous inter-comparison studies that included satellite-based as well as model-based precipitation estimates. These showed regionally large differences among the individual products that are up to 50% in regions of strong precipitation and at high latitudes (e.g., Adler et al. 2001 and Klepp et al. 2005). Similar conclusions are drawn by Tian and Peters-Lidard (2010), who demonstrate that largest uncertainties are located over high latitudes, specifically during the cold season. Particularly in the tropical regions model-based data (e.g., reanalysis products) are found to perform significantly poorer than satellite-derived fields (Trenberth and Guillemot 1998; Janowiak et al. 1998; Shinoda et al. 1999). Béranger et al. (2006) conclude that the western south Pacific is a region that exhibits large differences among a range of precipitation data records, which also include data of the ERA reanalysis, GPCP, and HOAPS-2.

HOAPS-4.0 precipitation turns out to be substantially higher in the Pacific ITCZ and the Kuroshio current compared to the other data records, while precipitation in subtropical regions often agrees better. Regarding ERA-Interim, this agrees with findings of Pfeifroth et al. (2013), who demonstrate that ERA-Interim overestimates small and medium precipitation in comparison to HOAPS-3, whereas high amounts are underestimated. Furthermore, the authors state that GPCP shows lowest values over the tropical western Pacific, which is mirrored in Figure 9 (middle).

At higher latitudes between 40° and 70° north and south, GPCP exhibits a known high bias, which has already been investigated in comparison to HOAPS-3 (Klepp et al. 2010). For these latitudinal bands, GPCP utilizes Television and Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS) infrared data to compensate deficiencies in the GPCP high-latitude microwave-based retrievals (Adler et al. 2003). At midlatitudes, the TOVS data are adjusted to the SSM/I and SSMIS estimates. Toward the poles the adjustment is transitioned to a bias adjustment based on rain gauges. At high latitudes from 70° and beyond the adjustment is done using land-based rain gauge data. In conclusion, the observed biases between HOAPS-4.0 and GPCP (both positive and negative, compare Figure 9 in the (sub-)polar oceans need to be treated with care.

Comparisons with TRMM products should give deeper insight in the quality of HOAPS-4.0 precipitation values because of the calibration of the TRMM product with the precipitation radar. In general, the HOAPS-4.0 precipitation is slightly smaller than the TRMM product. The previously observed conspicuous decrease in the TRMM 3B43 time series since 2003 is not evident anymore in this TRMM 3B43 V7. However, the TRMM time series of global mean precipitation exhibits a small increase starting in 2011 which is not present in all other data records. This contributes to the observed bias but does not fully explain the bias. The reason for the seeming increase is unclear.
from these systems is limited by their spatial restriction and the need of wind corrections for gauge under-catchment. But as these are the only available precipitation data record, several studies evaluated satellite-based precipitation products using the atoll and buoy data. The results indicate a possible systematic underestimation of inner tropical precipitation up to 15% by various satellite retrievals (Adler et al. 2001, 2003; Bowman et al. 2009; Sapiano and Arkin 2009). In contrast to that, the HOAPS-4.0 retrieval exhibits mostly higher mean precipitation values in this region, specifically over the Central and Eastern tropical Pacific.

In an absolute sense, Pfeifroth et al. (2013) show that average monthly deviations (1989-2005) between tropical Pacific rain-gauge atoll stations (PACRAIN) and ERA-Interim, GPCP, and HOAPS-3 are in the range of 20-30%. Whereas GPCP (HOAPS-3) is on average 12% (7%) below PACRAIN, precipitation estimates of ERA-Interim are 9% larger. Advances regarding the reliability of reference data have recently been achieved in the framework of the oceanic shipboard precipitation measurement network for surface validation (OceanRAIN, Klepp, 2015) and will be considered in near future. It comprises a continuously growing high-quality in-situ precipitation data record based on optical disdrometers installed on research vessels, which is suitable for validation purposes.

For the mid–high latitudes detailed case study analyses on mid latitude cyclones with intense postfrontal mesoscale convective mixed-phase precipitation were carried out by Klepp et al. (2003). Utilizing in situ voluntary observing ship data, it was shown that, in contrast to other satellite products, HOAPS-1 recognizes small-scale intensive precipitation systems in cold air outbreaks with reliable patterns and intensities. This type of precipitation is also mostly missing in a large sample of events investigated in the ECMWF numerical weather prediction and ERA-40 reanalysis data records (Klepp et al. 2005). Furthermore, Klepp et al. (2010) demonstrates the ability of HOAPS-3 to detect even light amounts of cold season snowfall with a high accuracy of 96% between point-to-area collocations of ship-based optical disdrometers and satellite data.

Also for the North Atlantic region, Andersson et al. (2010a) carried out an analysis of the HOAPS-3 precipitation variability connected to the North Atlantic Oscillation. It is shown that the response of precipitation structures to the atmospheric fluctuations is well represented in HOAPS-3 and that the HOAPS-3 precipitation fields showed convincing consistency with land-based rain gauge data in magnitude and variability. It is likely that similar conclusions may be drawn using HOAPS-4.0, as both versions include the same precipitation algorithm.

Table 6-4: Requirements for precipitation product CM-12611 as given in the PRD [RD 1]. Accuracy numbers are given for global mean values. Regional larger deviations may occur.

<table>
<thead>
<tr>
<th></th>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>0.6 mm/d</td>
<td>0.3 mm/d</td>
<td>0.15 mm/d</td>
</tr>
<tr>
<td>RMSD</td>
<td>1.0 mm/d</td>
<td>0.5 mm/d</td>
<td>0.25 mm/d</td>
</tr>
<tr>
<td>Decadal stability</td>
<td>0.034 mm/d</td>
<td>0.02 mm/d</td>
<td>0.004 mm/d</td>
</tr>
</tbody>
</table>

HOAPS-4.0 exhibits minima in precipitation in 1999, 2006, 2008 and 2011. These minima temporally coincide with La Nina events and periods. They are hardly evident in the references data but were also observed in HOAPS-3.2 (1999 only due to limited temporal coverage). From a theoretical view point the global mean precipitation is expected to change
according to changes in SST (O’Gorman et al., 2012) and in atmospheric dynamics (Trenberth, 2011). Evaluating results from climate models the change in precipitation with the change in SST is between 1%\(^{\circ}\)/K and 2.3%\(^{\circ}\)/K (Liu and Allan, 2013). Also, the upcoming version of GPCP, i.e., version 3, will be based on the latest GPROF version. Figure 3 in Kummerow et al. (2015) exhibits a fairly strong variability in precipitation between El Nino and La Nina events, i.e., the amplitude is close to 0.4 mm/d and thus considerably stronger than the amplitude observed for GPCP as depicted in Figure 9.

Because of the lack of reliable in situ measurements the validation of HOAPS-4.0 monthly mean precipitation is done against other satellite based climatologies and reanalysis data. The well established GPCP product is taken as the reference, because the TRMM product time series is relatively short. Comparing HOAPS-4.0 precipitation against GPCP data depicts a mean bias of -0.12 mm/d and a RMSD value of 0.24 mm/d and it can be concluded that the optimal requirements defined in the product requirement document are met (Table 6-4, PRD [RD 1]).

6.6 Freshwater Flux

6.6.1 Results

The difference between evaporation and precipitation yields the oceanic freshwater flux into the atmosphere. Dominant features of either precipitation or evaporation fields determine the resulting global distribution of the freshwater flux as shown in Figure 10. A net flux into the ocean is mainly found in regions of precipitation maxima in the ITCZ, the midlatitude storm tracks, and at high latitudes. In contrast, subtropical regions generate the major part of the freshwater flux into the atmosphere. In the annual cycle, the dominant features of the input parameters are reproduced.

The difference map of the climatological mean fields of HOAPS-4.0 and ERA-Interim (Figure 11, top left) is mostly an inversion of the difference between the precipitation data records shown in Figure 9. In the inner tropics, the atmospheric freshwater deficit of ERA-Interim exceeds HOAPS-4.0 by up to 2 mm/d (central tropical Pacific, Caribbean), while the deficit in HOAPS-4.0 is larger in the eastern Pacific ITCZ and around 30° north and south. In the eastern Pacific as well as in the Atlantic the difference in the freshwater flux is mostly determined by the evaporation fields. On a global average, the ERA-Interim freshwater deficit in comparison to HOAPS-4.0 equals to 0.10 mm/d.

The differences between HOAPS-4.0 and the combination of the IFREMER evaporation and GPCP precipitation (Figure 11, top right) shows the underestimation of HOAPS-4.0 along the ITCZ and the Indo-Pacific region in general, with biases in the order of 1.5-2 mm/d (in an absolute sense).
**Figure 10:** Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4.0 freshwater flux for the years 1988–2014.

**Figure 11:** Difference of the 1988–2014 climate mean HOAPS-4.0 freshwater flux to (upper left) ERA-Interim and (upper right) IFREMER–GPCP (1993-2007). The lower panels show the global monthly mean freshwater flux time series of each data record (top) and the zonal mean freshwater (bottom) for the overlapping time period 1988–2014 (1993-2007 for IFREMER-GPCP).
The negative difference in evaporation between HOAPS-4.0 and IFREMER and the positive bias in precipitation between HOAPS-4.0 and GPCP add and explain this feature. At mid- and high latitudes, the positive bias in the GPCP precipitation (Figure 9, middle) leads to an enhanced freshwater flux into the ocean of IFREMER–GPCP compared to HOAPS-4.0, i.e. positive biases in freshwater flux differences. The global mean bias equals to -0.37 mm/d, indicating a freshwater deficit in HOAPS-4.0 with respect to IFREMER-GPCP.

The basic structure of the zonal means from each data record is comparable, as depicted in the bottom panels of Figure 11. Nevertheless, especially in the tropical regions distinct differences up to 2.5 mm/d are evident. Over the tropical oceans of the southern hemisphere, positive values of the satellite-derived products indicate a net freshwater flux into the atmosphere, while ERA-Interim shows negative values. This enhanced loss of freshwater from the atmosphere into the ocean in ERA-Interim leads to global monthly mean values that are generally about 0.1 mm/d lower compared to HOAPS-4.0 and even 0.46 mm/d below those of IFREMER-GPCP. The different magnitudes in monthly mean freshwater fluxes are clearly resolved in the time series (Figure 11, bottom, top). The mean globally averaged HOAPS-4.0 net ocean surface freshwater flux into the atmosphere for 1988–2014 is 0.50 mm/d (IFREMER–GPCP: 0.86 mm/d; ERA-Interim: 0.40 mm/d). The time series of both satellite-based data records exhibit very similar variability with a standard deviation of 0.20 mm/d.

### 6.6.2 Discussion

The mean oceanic freshwater flux in HOAPS-4.0 for the 1988–2014 period is 0.50 mm/day, which is equivalent to a liquid water volume of about 62,000 km$^3$/a. For a closure of the global freshwater balance, this transport of freshwater from the ocean into the atmosphere should be compensated for the most part by continental runoff. Long-term mean runoff data published and summarized by the Global Runoff Data Center (GRDC) add up to a mean value of approximately 0.34 mm/d (equivalent 42,000 km$^3$/a (Wilkinson et al., 2014). The uncertainties of different runoff estimates are still in the order of 10%–20% (Andersson et al., 2011).

<table>
<thead>
<tr>
<th></th>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>1.3 mm/d</td>
<td>0.36 mm/d</td>
<td>0.09 mm/d</td>
</tr>
<tr>
<td>RMSD</td>
<td>1.6 mm/d</td>
<td>0.62 mm/d</td>
<td>0.25 mm/d</td>
</tr>
<tr>
<td>Decadal stability</td>
<td>0.35 mm/d</td>
<td>0.14 mm/d</td>
<td>0.005 mm/d</td>
</tr>
</tbody>
</table>

Additionally, other runoff sources, such as annual ice melt and groundwater flow into the ocean are estimated to be less than 10% of the river discharge (Burnett et al. 2001). Comparing these values to the HOAPS-4.0 global ocean freshwater flux leaves an imbalance of about 0.15 mm/d in the global freshwater balance. Following these approximations, the imbalance for the combined IFREMER/GPCP fields is in the order of 0.50 mm/d. For ERA-Interim, an imbalance of about 0.05 mm/d remains.
Because of the lack of reliable in situ measurements, the validation of HOAPS-4.0 monthly mean freshwater flux is done against a combination of other satellite based climatologies and reanalysis data. Comparing HOAPS-4.0 freshwater flux against the IFREMER-GPCP reference, it can be concluded that the threshold requirements defined in the product requirement document are met (Table 6-5, PRD [RD 1]). More precisely, the bias (RMSD) equals to -0.37 mm/d (0.44 mm/d).
6.7 Total column water vapour

6.7.1 Results

6.7.1.1 Comparison to ERA-Interim, TMI and other SSM/I and SSMIS data

HOAPS–4.0 climatological mean TCWV for the years 1988–2014 is shown in the left panel of Figure 12. The ITCZ and the warm pool regions are characterized by maximum climate mean values exceeding 50 kg/m². In general TCWV gradually decreases from the tropics to the poles and minimum TCWV values are present at northern and southern most regions. Secondary local minima exist over stratus regions off the continental west coasts. The zonal mean annual cycle (Figure 12, right panel) highlights the movement of the ITCZ and its split, while only weak variability occurs close to the poles.

![HOAPS-4.0: wvpa 1988-2014](image)

**Figure 12:** Climatological mean field (left) and zonal mean annual cycle (right) of HOAPS-4.0 TCWV for the years 1988–2014.

The comparison of HOAPS-4.0 TCWV with ERA-Interim, REMSS-SSM/I and REMSS-TMI is depicted Figure 13. Red colours indicate regions where HOAPS-4.0 exhibits on average higher values, while in blue shaded regions HOAPS-4.0 underestimates TCWV.
Figure 13: Difference of the 1988–2014 climate mean HOAPS-4.0 TCWV and (upper left) ERA-Interim, (upper right) REMSS-SSM/I, and (lower right) REMSS-TMI. The lower left panel shows the global monthly mean TCWV time series of each data record (TMI based on smaller spatial region) and the zonal mean TCWV for the overlapping time period 1988–2014 (1998-2014 for TMI).
ERA-Interim TCWV is generally lower compared to HOAPS-4.0 over the global oceans. This finds expression in a global mean bias of 0.3 kg/m$^2$. The largest differences occur over subtropical dry regions, where ERA-Interim is considerably lower compared to HOAPS-4.0. Here, the positive bias exceeds 2.5 kg/m$^2$. Smaller but still positive differences are present around Antarctica. Largest negative differences occur over the storm track regions. The global mean RMSD is 1.1 kg/m$^2$.

Comparing HOAPS-4.0 with REMSS data records (Figure 13, top right and middle) reveals a different pattern, although a few distinct features are similar to Figure 13 (top left). The global mean biases are -0.35 kg/m$^2$ (SSM/I) and -0.39 kg/m$^2$ (TMI). The most striking feature is the negative difference in the ITCZ. Here, underestimations by HOAPS-4.0 exceed values of -1.75 kg/m$^2$ (REMSS-SSM/I). In general, the range of differences is smaller relative to REMSS-TMI than to REMSS-SSM/I. Positive but small differences occur in subtropical dry regions, though smaller in area and slightly shifted than in the comparison to ERA-Interim. As against ERA-Interim the difference to both REMSS data records exhibits regional minima over the storm track regions. The difference relative to REMSS-SSM/I is close to 0 kg/m$^2$ in the southern ocean. Relative to SSM/I and TMI the global mean RMSD is 0.8 kg/m$^2$ and 1.0 kg/m$^2$, respectively.

The time series and the zonal plot confirm that the bias is generally small (Figure 13, lower panels). The zonal plot further confirms that the maximum differences occur in the tropics and subtropics though still small in magnitude. Note that the mean TMI data is computed for data within ±40°N/S only.

### 6.7.1.2 Comparison to GPS RO data

Within a Federated Activity CM SAF cooperates with the ROM SAF on the evaluation of GPS RO and HOAPS-4.0 data. Among others, instantaneous specific humidity profiles from COSMIC and Metop have been provided by ROM SAF for comparison to HOAPS-4.0. In order to have large numbers of collocations HOAPS-4.0 and GPS RO data are compared as zonal averages with bin size of 5°. The GPS RO data has been quality controlled following recommendations by ROM SAF (personal communication on 21 October 2016). A conservative land/sea ice mask (Schröder et al., 2016, as in section 6.7.1.3) is applied while arithmetically averaging the satellite data during zonal binning. Data from COSMIC is used for the period January 2007 to December 2014 and data from Metop for the period January 2009 to December 2014.
Figure 14: Zonal averages of TCWV from COSMIC and HOAPS-4.0 for winter (top left) and summer (top right) using data from the period January 2007 to December 2014. Corresponding number of observations are given in the bottom row. Note that the HOAPS-4.0 numbers have been scaled. The smallest number of observations in HOAPS-4.0 is >8000.

Figure 14 shows the zonal averages of TCWV from COSMIC and HOAPS-4.0 for summer and winter. The overall distributions are similar. However, zonal averages from HOAPS-4.0 are in the majority of zonal bins larger than those from COSMIC, with maximum differences in the extratropics of the northern hemisphere during boreal winter. Intercomparison results from the GEWEX water vapor assessment (G-VAP, see section 6.7.1.3) support the generally larger values found for HOAPS-4.0. The difference between HOAPS-4.0 and GPS RO might be caused by remaining uncertainties of GPS RO to measure humidity near the surface. However, open loop technology as implemented on Metop and COSMIC should minimize if not remove such problems (e.g., Ho et al., 2007, Lauritsen et al., 2011). Results from the comparison of HOAPS-4.0 and Metop are very similar to results presented in Figure 14 and are therefore not shown. Zonal distributions from HOAPS-4.0 are further analysed in section 6.7.1.3.

6.7.1.3 G-VAP

To date, a large variety of satellite based water vapour data records is available (see e.g. http://gewex-vap.org/?page_id=309 or http://ecv-inventory.com). Without proper background information and understanding of the limitations of available data records, these data may be incorrectly utilised or misinterpreted. The GEWEX Data and Assessments Panel (GDAP) has initiated G-VAP which has the major purpose to quantify the current state of the art in water vapour products being constructed for climate applications and to support the selection process of suitable water vapour products by GDAP for its production of globally consistent water and energy cycle products. This is achieved by inter-comparison and evaluation, and by providing reasons for differences and limitations where possible. More information on G-VAP is available at http://gewex-vap.org and results related to the analysis of long-term TCWV data records were published by Schröder et al. (2016). Among others, G-VAP assesses the quality of long-term data records (temporal coverage of more than 20 years, starting in the 1980s) and of data records from the full archive (temporal coverage of more than 10 years). The precursor version of HOAPS-4.0, namely HOAPS-3.2, was part of both analyses. The long-term analysis focused on global and regional stability and HOAPS-3.2 was used as reference to detect break points (Schröder et al., 2016). At present the final WCRP report on G-VAP is drafted and will be reviewed by GDAP at the end of 2016.

TCWV from HOAPS-4.0 has been included in the archive and the following analysis was carried out using G-VAP tools:
• Intercomparison of zonal averages,
• Intercomparison of spatial trend maps using a subset of data records from the G-VAP long-term archive,
• Average trend and regression values considering the global ice-free ocean.

The methodologies are described in Schröder et al. (2016).

Figure 15 shows zonal averages of TCWV from 20 data records including HOAPS-4.0 and HOAPS-3.2. The data was pre-processed to cover the common period 1988-2008 on a regular longitude/latitude grid of 2° and as described in section 6.7.1 a conservative common land/sea-ice mask was applied during computation of the zonal averages. Zonal averages from HOAPS-4.0 are very similar to the majority of other microwave based TCWV data records.

Relative to HOAPS-3.2 HOAPS-4.0 exhibits slightly larger values in the extratropics, which leads to values closer to the seeming ensemble median. This is in particular valid for the extratropics in the northern hemisphere.

In Figure 16 trend estimates for TCWV from HOAPS-4.0, HOAPS-3.2 and ERA-Interim are shown. While the patterns and trend values are very similar between HOAPS-3.2 and HOAPS-4.0, ERA-Interim exhibits significantly smaller trend values. The latter is caused by break points as described in Schröder et al. (2016). Over the global ice-free ocean the trend estimate from HOAPS-4.0 is 0.23 ± 0.09 kg/m²/decade which is not significantly different from the HOAPS-3.2 trend estimate. From a theoretical point of view the expected change can be estimated. For HOAPS-4.0 a value of 7.2 ± 0.3 %/K was found what is practically identical to the corresponding HOAPS-3.2 value.
Fortunately CM SAF was funded to continue G-VAP until 2022, also with the goal to reassess the quality of updated data records. It was consensus at G-VAP workshops to continue G-VAP beyond the publication of the final report. Thus, the new HOAPS-4.0 data record will be fully included in the long-term analysis of G-VAP in the near future.

Table 6-6: Requirements for TCWV product CM-12701 as given in the PRD [RD 1]. Accuracy numbers are given for global mean values. Regional larger deviations may occur.

<table>
<thead>
<tr>
<th></th>
<th>Threshold</th>
<th>Target</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>3.0 kg/m²</td>
<td>1.4 kg/m²</td>
<td>1.0 kg/m²</td>
</tr>
<tr>
<td>RMSD</td>
<td>5.0 kg/m²</td>
<td>2.0 kg/m²</td>
<td>1.0 kg/m²</td>
</tr>
<tr>
<td>Decadal stability</td>
<td>0.4 kg/m²</td>
<td>0.2 kg/m²</td>
<td>0.08 kg/m²</td>
</tr>
</tbody>
</table>

### 6.7.2 Discussion

The small global mean bias relative to SSM/I, TMI and ERA-Interim and the reasonably small RMSD again confirm the high quality of the HOAPS TCWV data record. The precursor version, HOAPS-3.1, was also compared to those three data records (REMSS in version 6), see Schröder et al. (2013). They observed similar results, with bias values around 0.5 kg/m² (positive against ERA-Interim and negative against REMSS, in line with the updated results for HOAPS-4.0) and RMSD typically smaller than 1.5 kg/m².

It might be expected that the data records are comparable, in particular the HOAPS-4.0 and the REMSS-SSM/I: both rely on observations from the same sensor. Apart from that, all other steps, the intercalibration of the SSM/I, the retrieval, the auxiliary data and the gridding procedure are different. Thus also ERA-Interim and REMSS-TMI have been considered. However, ERA-Interim assimilates SSM/I data and TMI is also a microwave imager with very similar channel characteristics.

G-VAP found that the majority of the SSM/I based data records exhibit similar quality in terms of stability and homogeneity. In contrast, the majority of non-SSM/I data records exhibit relatively large break points which temporally coincide with changes in the observing system and which lead to trend estimates significantly different from the SSM/I based data records and not in line with theoretical expectation (e.g., Schröder et al., 2016). This is also valid for ERA-Interim. Note that the climate change analysis is not an application area of ERA-Interim and that trend estimation was used as a tool to identify issues in the data records within G-VAP.
The intercomparison of zonal averages also exhibits very good agreement among the majority of considered data records. Interestingly, the HOAPS-4.0 data record is more humid in the tropics than GPS RO data from ROM SAF while results based on REMSS-SSM/I and TMI are similar to HOAPS-4.0 in the tropics. As ERA-Interim is also slightly smaller than the microwave-based products, it might be the case that the underestimation of GPS RO in the tropics might originate from the utilised background, i.e. ERA-Interim.

Based on the comparisons of the HOAPS-4.0 monthly mean TCWV against ERA-Interim and the satellite-based REMSS SSM/I and TMI products, which show average (absolute) biases and RMSD of <0.4 kg/m² and 1.1 kg/m², respectively, it can be concluded that the optimal (bias) and target (RMSD) requirements defined in the product requirement document are met (PRD – RD 1, Table 6-6).
7 Decadal stability

In order to assess the decadal stability of the HOAPS-4.0 parameters the time-series of global monthly mean anomalies to a reference data record have been analysed. The references for each parameter are as defined below:

- near surface wind speed ⇒ NOCS
- near surface specific humidity ⇒ NOCS
- evaporation/latent heat flux ⇒ NOCS
- TCWV ⇒ SSM/I REMSS
- precipitation ⇒ GPCP
- freshwater flux ⇒ IFREMER – GPCP

Table 7-1: Results from the decadal stability analysis of global monthly mean anomalies (numbers are per decade). The values in brackets give the probability that the stability is smaller than the requirement (given here: target and optimal).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decadal stability</th>
<th>Decadal stability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target</td>
<td>Optimal</td>
</tr>
<tr>
<td>Near surface humidity CM-12901</td>
<td>0.10 g/kg (100%)</td>
<td>0.04 g/kg (99.9%)</td>
</tr>
<tr>
<td>Near surface wind speed CM-12911</td>
<td>0.12 m/s (98.3%)</td>
<td>0.03 m/s (0.0%)</td>
</tr>
<tr>
<td>Evaporation CM-12801</td>
<td>0.14 mm/d (100%)</td>
<td>0.0043 mm/d (2.8%)</td>
</tr>
<tr>
<td>Latent heat flux CM-12811</td>
<td>3.9 W/m² (100%)</td>
<td>0.12 W/m² (3.0%)</td>
</tr>
<tr>
<td>Precipitation CM-12611</td>
<td>0.02 mm/d (74.4%)</td>
<td>0.004 mm/d (10.8%)</td>
</tr>
<tr>
<td>Freshwater flux CM-12821</td>
<td>0.14 mm/d (96.3%)</td>
<td>0.005 mm/d (0.0%)</td>
</tr>
<tr>
<td>Vertically integrated water vapour CM-12701</td>
<td>0.20 kg/m² (100%)</td>
<td>0.08 kg/m² (100%)</td>
</tr>
</tbody>
</table>
Figure 17: Time series of global monthly mean anomalies of HOAPS-4.0 parameters minus reference (thin black line) for the time period 1988-2014. The thick black lines are 5-monthly running means. The light red (dark red) dashed lines represent the threshold (target) requirements. The red line shows results from the linear regression and the green line is 0 line.

Figure 17 shows the anomalies for the overlapping time period from January 1988 to December 2014. Table 7-1 summarizes the results of the linear regression analysis and includes the probability that the stability is smaller than the target and optimum requirement (see section 6.1 for details). For all parameters the stability is significantly smaller than the target requirements, except for precipitation. The stability is even significantly smaller than the optimum requirement for near surface specific humidity and TCWV. The probability with respect to the threshold requirement is 100%, except for precipitation where it is 99.8% (not shown).

The stability was estimated by applying linear regression without taking into account uncertainties associated with the input to the regression and autocorrelation and without masking outliers. The consideration of autocorrelation would increase the uncertainty of the stability estimation and with that decrease the coverage probability. In contrast, the removal of outliers would decrease the uncertainty but would also impact the stability estimate. The consideration of uncertainties during regression would impact stability estimation and its uncertainty.

Note that the stability has been assessed on a global ice-free ocean scale but that on regional scale the actual stability might be different from the global ice-free ocean estimate. Further
note that the stability of the vertically integrated water vapour relative to the data from REMSS is likely a lower bound on stability because both the HOAPS-4 and REMSS data are based on SSM/I and SSMIS observations.

NOCS data quality is affected by the availability of in-situ data. In order to assess the impact of regions with low data density in NOCS the stability has also been estimated using data from the northern hemisphere only. In case of near surface wind speed, the absolute stability decreases and the coverage probability increases. In contrast, the absolute stability increases while the coverage probability decrease for near surface specific humidity.

Although the stability of near surface specific humidity and freshwater flux are statistically significant all stabilities are within the target or even optimal requirement.

8 Evaluation of HOAPS-4.0 parameters using instantaneous data

8.1 Methodology

To quantify both systematic and random uncertainties in HOAPS-4.0 latent heat flux (LHF) related parameters, instantaneous SSM/I data records of near-surface specific humidity (qₐ), wind speed (U), and sea surface saturation specific humidity (qₛ) are collocated to buoy and ship based in-situ measurements (compare section 4.8). Temporal and spatial collocation thresholds of 60 min and 50 km are chosen, respectively, following results of an autocorrelation function analysis presented in Kinzel (2013).

We follow a common approach and iteratively transfer in-situ wind speeds to 10 m above sea level after Fairall et al. (2003), under the assumption of an equivalent neutral stability background profile. Flow distortions due to the measurement platforms, which introduce biases to the wind speeds (e.g. Weller et al., 2008), have not been further assessed. The vast majority of collocated match-ups include buoy measurements, which are likely to be less affected by this source of error compared to ship records. However, e.g. Large et al. (1995) and Thomas et al. (2005) conclude that buoy winds tend to be lower than respective NWP and ship data, specifically during strong wind conditions. This behavior may contribute to the linear increase in dU shown in Figure 21b (Section 7.3).

By contrast, sensor height corrections involving qₐ records are not performed, as the introduced uncertainty (owing to the intermittent violation of the equivalent neutral stability assumption) may mask or even exceed the expected improvement associated with the bias correction. A discussion regarding this approach is published in Kinzel et al. (2016). Generally, adjustments to marine humidity observations are challenging, as the required metadata are not always available (Roberts et al., 2012). Regarding ship data, Kent et al. (2007) pick up the potential bias source of sensor height corrections and demonstrate that NOCv2.0 sensor height corrections cause an increase in qₐ in the order of 0.1-0.2 g/kg over the period 1971-2006. Due to continuously rising sensor heights during the last decades, an artificial drying trend will be detected, if a correction is not performed. Refraining from height corrections may thus partly explain the overall positive qₐ bias (see section 7.2, Figure 20). However, the 1D-Var near-surface specific humidity in HOAPS-4.0 is defined for 2 m above sea level. As the vast majority of the applied in-situ qₐ measurements are derived from buoys, whose sensors are located in similar heights, we conclude that our approach is justified. Furthermore, results in Kent et al. (2007) suggest that the impact of different measurement techniques on the bias is equally important and not trivial.
Furthermore, in-situ bulk SST measurements are converted to skin SST measurements following Donlon et al. (2002) for wind speeds above 2 m/s. Collocated match-ups during local day time and/or light winds conditions (< 2 m/s) are discarded from further analysis to prevent additional uncertainties associated with the diurnal warming layer. Sensor depth corrections are not performed, as the night-time temperature gradient within the surface layer during significant wind speeds is assumed to be negligible.

It is likely that biases in the HOAPS-4.0 LHF-related parameters do not solely depend on the respective parameter itself, but rather on the ambient atmospheric conditions. We argue that a combination of instantaneous HOAPS-4.0 qa (‘hair’), U (‘wind’), sea surface temperature (‘asst’), and water vapour path (‘wvpa’) are suitable for describing the prevalent atmospheric state. In consequence, the biases (HOAPS-4.0 minus in-situ), that is dq$_a$, dU, and dq$_s$ as a function of the four state variables, can be separately investigated in one-dimensional space. Results of these evaluations are shown for dq$_a$, dU, and dLHF (derived via bulk equation) in form of scatter density plots for 2001-2004 (Figure 18, Figure 21, Figure 24). By contrast, their spatial bias distributions (Figure 19, Figure 22) as well as time series of bias and total RMSD (Figure 20, Figure 23, Figure 25) are presented independently of the state variables.

Due to the collocation procedure, the random uncertainty of each match-up does not only include the satellite retrieval error (E$_{tot}$), but also contributions of in-situ measurement noise (E$_{ins}$) and random collocation errors (E$_{C}$). To isolate E$_{tot}$ of qa, U, and q$_s$ from these random uncertainties, an error decomposition of the random component via multiple triple collocation (MTC) analysis is carried out for qa, U, and q$_s$. A bias correction with respect to the in-situ ground reference is a prerequisite for applying this MTC analysis. More details regarding this multi-dimensional approach (it is a function of the atmospheric state, i.e., depends on hair, wind, wvpa, and asst) is given in Kinzel et al. (2016), for example for qa.

Both E$_{ins}$ and E$_{C}$ result from the MTC analyses (compare Table 8-1). Given their magnitudes, the monthly-mean RMSD estimates derived in section 7.2-7.4 are corrected (that is, reduced) in order to quantify the random uncertainty associated with the satellite retrieval (E$_{tot}$).

Associated results and discussions are given per parameter in the next sections.

### Table 8-1: Average random uncertainty associated with the in-situ measurement (E$_{ins}$), the collocation procedure (E$_{C}$), and the satellite retrieval (E$_{tot}$), as derived from MTC analyses. Compare Kinzel et al. (2016) for details regarding the method.

<table>
<thead>
<tr>
<th></th>
<th>E$_{C}$</th>
<th>E$_{ins}$</th>
<th>E$_{tot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hair</td>
<td>0.5 g/kg</td>
<td>0.5 g/kg</td>
<td>1.0 g/kg</td>
</tr>
<tr>
<td>Wind</td>
<td>1.2 m/s</td>
<td>1.9 m/s</td>
<td>1.3 g/kg</td>
</tr>
</tbody>
</table>

#### 8.2 Near surface specific humidity

With the exception of a linear wind speed dependency, the average bias in qa is small and not a function of hair, wvpa, and asst, as is indicated by the linear fits, respectively (Figure 18a, c, d). The characteristic pattern of dq$_a$(hair) (Figure 18a), that is the HOAPS-4.0 overestimation (underestimation) of qa in midlatitudes (tropics/subtropics), has been extensively discussed in Kinzel et al. (2016), specifically regarding the maximum in random uncertainty for qa.
between 12-15 g/kg. To some degree, the bias distribution resembles that of the SST-dependency (Figure 18d). HOAPS-4.0 tends to overestimate $q_a$ in low-wind regimes (that is (inner) tropics), whereas the bias becomes negative in strong wind regimes (Figure 18b), yet with a smaller random component.

Figure 19 shows the global distribution of $dq_a$ illustrated in Figure 18a-d. Large areas within the subtropics and tropics exhibit negative biases, what is also reflected in Figure 18a for $q_a$ in the range of 15-18 g/kg and Figure 18d (SST = 26-28°C). The distinct minimum southeast of the Arabian Peninsula is remarkable, as average wind speeds are very low and $q_a$ is in the order of 15 g/kg, both of which would imply a positive bias according to Figure 18a-b. This underestimation of HOAPS-4.0 $q_a$ may be related to retrieval issues owing to high aerosol loads. The effect of scattering on the retrieval schemes by aerosols has been assessed by Ge et al. (2008), for example. The underestimation of HOAPS-4.0 $q_a$ in the extratropical storm track regions (Figure 19) can be traced back to negative $dq_a$ for strong wind speeds, as is also indicated in Figure 19b. Positive biases occur more sporadically, although hotspots are seen along the (sub-) tropical western margins of the African and South American continent. These regions coincide with global wind speed minima (on a climatological scale) and SST in the vicinity of 20°C. Respective positive biases are well resolved in Figure 18b and Figure 18d.

**Figure 18:** Scatter density plot of $dq_a$ [g/kg] as a function of a) $q_a$ (‘hair’, top left), b) U (‘wind’, top right), c) water vapour path (‘wvpa’, bottom left), and d) SST (‘asst’, bottom right). For the time period 2001-2004 the one-dimensional bias analyses are illustrated which are based on double collocations. Black (transparent) squares indicate significant (insignificant) bin biases (at the 95% level). Their standard deviations are given by the black bars. Each of the 20 bins includes 5% of the overall match-up data. Approximately 7.2 million match-ups contribute to these figures.

They are characterized by upwelling of cold waters, which are likely not captured correctly by the retrieval (e.g. Jackson et al., 2009). The frequent occurrence of stratus clouds may also
introduce uncertainties, as is proposed by Smith et al. (2011) for coastal regions off Peru. The latter in combination with the beam filling effect might explain the observed regional maxima in bias because the beam filling effect leads to larger observed brightness temperatures at 19 and 22 GHz (Bremen et al., 2002) and thus to potentially larger \( q_a \).

The global average \( q_a \) bias is given by -0.1 g/kg, implying that HOAPS-4.0 slightly underestimates \( q_a \). The weighted global average equals to 0.18 g/kg, where each bin is weighted by the amount of contributing match-ups. This slight positive bias is also represented in Figure 20 for 2001-2004.

Figure 20 shows the monthly time series of HOAPS-4.0 bias in \( q_a \) (thin black line) along with its bias-corrected RMSD (gray bars), for the time period of 1991-2008. The time series are restricted to the SSM/I time period up to 2008, as no DWD-ICOADS reference data are available after 2008. 5-month running means of bias and RMSD are shown as thick black and gray lines, respectively. The average bias tends to be slightly negative from 1991-1999, whereas it is slightly greater than zero during 2000-2005. The long-term average \( dq_a \) (RMSD) is given by 0.06 ± 0.18 g/kg (1.65 ± 0.14 g/kg). This bias is insignificant at the 95% level (t-test). The linear trend (red line) indicates an increase in bias over time, where the decadal trend is in the order of 0.15 ± 0.02 g/(kg decade). Performing the same stability analysis approach as in section 7 indicates that the decadal stability of \( q_a \) is significantly smaller than the threshold requirement, yet larger than the target requirement.
Figure 20: Time series of monthly dq$_a$ [g/kg] (thin black line) (HOAPS-4.0 minus in-situ) and the corresponding bias-corrected RMSD (gray shading) for 1991-2008. The 5-month running mean bias is shown as the black bold line, respectively. The red line indicates the linear trend, whereas the green line represents the no-trend line. The blue graph illustrates the amount of contributing match-ups per month.

The 5-month running mean suggests an annual cycle of the dq$_a$, where bias minima tend to occur during boreal winter and maxima during boreal summer. Mean dq$_a$ resulting from the collocation analysis are larger during boreal summer (10-12 g/kg) than during boreal winter (8-9 g/kg), which coincides with shift towards larger dq$_a$ during summer (Figure 18a). Strongest underestimations of HOAPS-4.0 dq$_a$ occur during boreal winter 1997/1998, which coincides with a strong El Niño signal.

The average RMSD is affected by contributions of random in-situ measurements errors (E$_{ins}$) as well as random uncertainty owing to the collocation approach (E$_c$). In this regard, Kinzel et al. (2016) showed that the average contribution of E$_{tot}$ to the overall RMSD (that is, the bars in Figure 20) is about 23%. This suggests that the approximate average random retrieval uncertainty (E$_{tot}$, compare section 7.1) is in the order of 1.25 g/kg.

The blue line represents the amount of contributing match-ups per month. The correlation coefficient between monthly dq$_a$ and number of match ups equals to 0.43, which is significant at the 95% level. The change to smaller bias values between 1991 and 2005 might be associated with the sampling of the diurnal cycle, owing to additional operations of the NOAA F10 and F15 platforms [RD 3, Figure 2]. The match-up data density maximizes during 1997, 2003, and 2005. In 1997, this can be explained with up to four simultaneously operating SSM/I instruments. Also, a mean increase in match-up density up to 2006 can be traced back to an increasing amount of available in-situ data.
8.3 Near surface wind speed

Regarding the bias in $U$, Figure 21 indicates that the dependencies on hair, wvpa, and asst on average result in only small biases and exhibit no significant dependence on these variables (Figure 21a, c, d). The larger hair, which often goes along with an increase in wvpa and asst, the smaller is the random uncertainty signal. The wind speed bias as a function of wind itself (Figure 21b) indicates a small overestimation of HOAPS-4.0 $U$ in strong wind regimes, whereas regions subject to low- and medium range wind speeds exhibit negligible biases with respect to the in-situ ground reference. The increasing systematic uncertainty for higher wind speeds goes along with a continuously rising random error from 1.5 m/s (tropics) to 3.5 m/s (extratropical storm tracks).

![Image](https://example.com/image)

**Figure 21**: As in Figure 18, but for HOAPS-4.0 dU [m/s]. Around 17.9 million collocated pairs contribute to these figures.

Analogously to Figure 19 for dqb, Figure 22 presents the global distribution of dU. In comparison to dqb, the wind speed bias distribution resolves more variability (as is also illustrated by the random uncertainty magnitudes in Figure 21) and thus no clear signals are evident as to the mean sign of the bias. With the exception of the bias dependency on $U$ itself, both Figure 21 and Figure 22 do not reveal any distinct systematic error dependencies. The global average $U$ bias is given by 0.01 m/s. The corresponding weighted global average equals to -0.03 m/s, where each bin is weighted by the amount of contributing match-ups.

Figure 23 shows the time series of dU and associated RMSD. The overall bias (RMSD) is -0.05 ± 0.17 m/s (2.30 ± 0.34 m/s). This bias is insignificant at the 95% level. According to Kinzel et al. (2016), the contributing fraction of $E_{tot}$ to the overall RMSD is on average as 50%. This implies that the RMSD associated with the satellite retrieval is in the order of 1.15 m/s.
Prior to 1995, all monthly biases are negative, that is HOAPS-4.0 underestimates U. Conversely, most monthly biases become positive during the second half of the time series. This results in an overall positive trend in dU of 0.17 ± 0.02 m/(s decade. As for qa in section 8.2, the decadal stability of U is significantly smaller than the threshold requirement, yet larger than the target requirement.

As for qa, the seasonality in dU is evident, where bias maxima are frequently found during boreal winter. The correlation between dU and match-up density is 0.49, which is statistically significant at the 95% level. A possible reason for this strong relationship is analogous to that of Figure 20. The spread clearly maximizes during 2000. As none of the three contributing SSM/I instruments stand out regarding striking offsets (not shown), the reason for this strong variability is likely to originate in spurious in-situ data records. Similar analyses regarding HOAPS-3.2 have also revealed RMSD maxima in 2000, which supports this hypothesis.

Figure 22: As in Figure 19, but for dU [m/s].
Next to a dependency on match-up data density, the positive trend in dU may generally be linked to an average increase in ship anemometer heights (compare Kent et al., 2007, Figure 3 therein). This height increase implies a correction of in-situ wind speeds to 10 m above sea level, which may introduce additional systematic uncertainty if the equivalent neutral stability assumption is violated. Also, anemometer heights are sometimes not known (see Kent et al., 2007, Figure 9 therein). In the framework of the present bias analysis, this necessitated sensor height estimations as a function of thermometer heights or ship lengths (Kent et al., 2007, Table 4 therein), which is also subject to uncertainty. Both hypotheses will only have a marginal impact on the instantaneous bias analysis, as a vast majority of match-ups includes buoy and not ship records but might impact stability considerations.

8.4 Latent heat flux and evaporation

Analogously to Figure 18 and Figure 21, Figure 24 shows the resulting one-dimensional bias analyses regarding HOAPS-4.0 LHF (‘late’). In comparison to q_a and U, the amount of match-ups is 75% and 90% lower, respectively, as the required input parameters to the iterative flux algorithm were often not available concurrently. For 2001-2004, Figure 24a indicates that HOAPS-4.0 is underestimating LHF by 10-20 W/m² (∆ 0.35-0.7 mm/d evaporation) for mid-latitudinal and inner-tropical q_a regimes, whereas it overestimates in-situ records by similar magnitudes for very low as well as subtropical q_a.
**Figure 24**: As in Figure 18, but for HOAPS-4.0 LHF [W/m$^2$]. Around 1.8 million collocated pairs contribute to these figures.

The bias distribution opposes that shown in Figure 18a, as higher $q_a$ imply lower LHF, given constant $U$ and $q_s$. Similar conclusions regarding bias distributions can be drawn when comparing Figure 24c-d with Figure 18c-d. Figure 24b indicates HOAPS-4.0 LHF underestimations in low and medium wind regimes (on average by 20 W/m$^2$ ($\equiv 0.7$ mm/d evaporation), whereas regions of strong winds show a LHF overestimation of up to 10-30 W/m$^2$ ($\equiv 0.35$-1.05 mm/d evaporation). This is in line with Figure 19b, as $U$ is proportional to LHF, given constant $q_a$ and $q_s$. Apart from wind speed, a linear dependency of the LHF bias on the dependent variables is not observed.

Figure 25 shows the monthly bias time series and its RMSD of HOAPS-4.0 LHF for 1991-2008. The overall bias average is $-5.9 \pm 8.0$ W/m$^2$ ($\equiv -0.21 \pm 0.28$ mm/d evaporation), indicating that HOAPS-4.0 slightly underestimates LHF (evaporation) in comparison to the in-situ ground reference. This is a direct consequence of the slight overestimation in HOAPS-4.0 $q_a$ (Figure 20) and the concurrent underestimation in $U$ (Figure 23), which in combination results in smaller LHF. This bias is insignificant at the 95% level. It shows a clear seasonality, where maxima, in an absolute sense, tend to occur during boreal winter months. This is in line with largest concurrent $dU$ and smallest $dq_a$. There seems to be a transition from negative to rather positive biases between 2005 and 2006, which is also resolved in Figure 22 in form of a decrease in $dq_a$. Two striking maxima in $dLHF$ between 15-30 W/m$^2$ ($\equiv 0.53$-1.05 mm/d evaporation) occur during boreal summers of 1991 and 2006, which coincide with the overall largest HOAPS-4.0 underestimation in $q_a$ (1991) and strongest HOAPS-4.0 overestimation of $U$ (2006), respectively.
Figure 25: As in Figure 20, but for dLHF [W/m$^2$].

The decadal trend in dLHF is positive and takes on a value of $4.9 \pm 1.0$ W/(m$^2$ decade) ($\equiv 0.17 \pm 0.04$ mm/(day decade) evaporation). As for $q_a$ and $U$ in the preceding subsections, the decadal stabilities of LHF and evaporation are significantly smaller than respective threshold requirements, yet larger than the target requirements.

The average RMSD of $68.2 \pm 8.0$ W/m$^2$ ($\equiv 2.38 \pm 0.28$ mm/d evaporation) corresponds to 72% of the average match-up LHF (evaporation) of $93.5$ W/m$^2$ ($\equiv 3.26$ mm/d evaporation). To quantify the retrieval-related RMSD, we derive a mean bulk-equation based LHF, based on the match-up satellite averages of $U$, $q_s$, and $q_a$. The average density of moist air, $\rho_a$, is estimated by assuming a sea level pressure of 1013.25 hPa and a near-surface air temperature $1.25^\circ$C below the average match-up SST (compare Bentamy et al., 2003). Based on this mean SST, the latent heat of vaporization (lhv) is calculated. We furthermore estimate a mean transfer coefficient $C_E$, following the approach shown in Bentamy et al. (2003). For simplicity, we assume that variabilities in lhv, $C_E$, and $\rho_a$ are negligible regarding the total satellite-related RMSD in LHF. Assuming independent variables, we perform error propagation analysis and yield a retrieval-related RMSD estimate of HOAPS-4.0 LHF of 28 W/m$^2$ ($\equiv 0.98$ mm/d evaporation).

It should be mentioned that large monthly biases need to be treated with care, as the amount of contributing match-ups to the statistic varies considerably and is specifically low during these months (only several 1000 match-ups, see blue line). The correlation between dLHF and
match-up density is -0.36 and is statistically significant at the 95% level. Thus, for sparse collocation density, the illustrated biases and possible trends need to be treated with caution.

8.5 Concluding Remarks

In summary, the results of the instantaneous validation analyses suggest that all HOAPS-4.0 evaporation-related parameters meet the requirements that have been defined in the Product Requirements Document [RD 1].

Regarding \( q_a \), the bias (0.05 ± 0.18 g/kg, insignificant at 95% level) meets the optimal -, retrieval-related RMSD (1.25 g/kg) and stability (0.15 ± 0.02 g/(kg decade)) the threshold criterion, as derived from Figure 20. This is approximately in line with results of identical analyses based on HOAPS-3.2. To be specific, a reduction regarding the decadal stability from 0.19 g/(kg decade) (HOAPS-3.2) to 0.15 g/(kg decade) (HOAPS-4.0, significantly smaller than the threshold requirement) has been achieved.

The bias (0.06 ± 0.18 m/s, insignificant at 95% level) for \( U \) meets the optimal -, whereas the retrieval-related RMSD (1.15 m/s) and the decadal stability (0.17 ± 0.02 m/(s decade), significantly smaller than the threshold requirement) satisfy the threshold requirement. In comparison to HOAPS-3.2, the trend has been reduced by 0.08 g/(kg decade) and an absolute bias reduction of 79% is registered.

HOAPS-4.0 LHF meets the target requirement regarding bias (-5.9 ± 8.0 W/m², insignificant at 95% level) and the threshold criteria regarding retrieval-related RMSD (28 W/m²) and temporal stability (4.9 W/(m² decade), significantly smaller than the threshold requirement). Magnitudes of both bias and RMSD resemble that of HOAPS-3.2. Regarding the decadal trend, a reduction by 3.8 W/(m² decade) has been achieved in HOAPS-4.0, compared to the former version. Similar conclusions are drawn for the evaporation parameter.

Note that the evaluation of the instantaneous data is undertaken by referring to requirements, which have been defined for the HOAPS-G product [RD 1] and that different reference data records were used. Also the decadal trends presented here (Figure 20, Figure 23, Figure 25) rely only on the available match-ups and are therefore representative for the regions covered by the buoys and ships. Respective biases need to be considered with care, as they seem to depend on the collocated data density. This is likely the cause for discrepancies in decadal stabilities when comparing section 7 (often meeting target or optimal requirements) to section 8 (meeting threshold requirements). We therefore recommend treating the pixel-level stability analyses with caution.

Results on pixel-level resolution have been transferred to the L3 products, in as much as both systematic and random LHF-related uncertainty estimates are available within the gridded HOAPS-4.0 climatologies (not shown in section 6). Future work aims at gaining more insights in these uncertainties in terms of magnitude, distribution and reliability. This will eventually also expand the evaluation shown in section 6 regarding the interpretation and classification of the observed deviations, e.g., to assess consistency using uncertainty estimates after Immler et al. (2010).
9 Conclusions

The HOAPS-4.0 data record has first been compared to the precursor version HOAPS-3.2 and a comprehensive comparison to readily available products was carried out. These products are derived from different data sources and represent model-based estimates from a reanalysis data record, in situ measurements from ships, and different satellite-based data records that include sensors not utilized in HOAPS-4.0.

Since a true reference for the validation of the HOAPS-4.0 products is not available, reference data records have been selected advisedly in requirements review, neither admitting that the references might not be globally bias free nor implying superior quality over HOAPS-4.0. For the evaporation and related parameters, these are the ERA-Interim reanalysis, the ship-measurement based NOCS V2 data record, and the satellite-data based IFREMER V2 flux data record. The HOAPS-4.0 precipitation product is compared to ERA-Interim and the two satellite-based products, GPCP V2.2 and TRMM 3B43, version 7. HOAPS-4.0 TCWV products are compared to the TMI-based product from REMSS and to the combined microwave imager product from REMSS (both in version 7), ERA-Interim and COSMIC and Metop GPS RO data (beta-version from ROM SAF). A recently combined buoy and ship data record from DWD and ICOADS is used as reference for comparison of meteorological and flux parameters using instantaneous data. It is concluded that the resulting comparisons are an advance over previous studies in terms of temporal coverage, in terms of number of reference data records and in terms of approaches.

While the general patterns are reproduced by all data records and global mean time series often agree within a range of 10% of the individual products, locally larger deviations occur for all parameters. Specifically regarding near-surface humidity and rainfall estimates, the satellite derived data records agree better with HOAPS than with the reanalyses and/or in-situ data. However, the compared satellite data records are not fully independent, as the satellite input data may be of the same origin and/or similar algorithms or parameterizations are used in retrieval procedures. This also accounts to some extent for ERA-Interim, which assimilates a wide range of satellite data.

The comparison of HOAPS-4.0 to buoy and ship observations, using instantaneous data, exhibits similar or improved quality relative to HOAPS-3.2. In particular, the quality of the wind retrieval could be improved. Noticeable is that this improvement is seen in regions where local maxima in bias relative to other references occur.

The results for evaporation show that the different estimates of evaporation and freshwater flux strongly depend on the individual input parameters. The most potential for improvement of the evaporation parameter appears to be in the humidity ($q_a$) retrievals. Particularly in the (sub-)tropical regions, the resulting evaporation difference patterns are still strongly determined by the deviations in the $q_a$ fields. Apart from the comparison to IFREMER, deviations in wind speeds are of secondary importance, although their overall impact increases with latitude. The implementation of a 1D-Var retrieval for HOAPS-4.0 $q_a$ in the future may be a step towards an improvement of the evaporation estimates with respect to reference data sets. Regarding wind speed, the comparisons to HOAPS-3.2 as well as on an instantaneous level show a considerably bias reduction. Generally, more detailed validation efforts are needed to specify the biases against independent in situ data. Further detailed regional analysis of all parameters required to derive the evaporation product is envisaged within the SEAFLUX Project of the World Climate Research Programme (WCRP) Global Energy and Water Experiment (GEWEX) Data Assessment Panel (GDAP).
In regions with high aerosol load or persistent cloudiness, deficiencies in the SST data records can cause biases in the $q_s$ fields, affecting the sea–air humidity difference of all products. For example, a low bias in the SST of the eastern and central tropical Atlantic due to desert aerosols causes an underestimation of $q_s$ and thus of the evaporation in HOAPS-4.0. Along the African west coast this effect coincides with an overestimation of $q_s$ in HOAPS-4.0, which enhances the low bias in evaporation. Note that the cold bias in the SST data record, which according to Andersson et al. (2010b) caused the minimum in HOAPS-3.2 after the eruption of Mount Pinatubo, has considerably been reduced in HOAPS-4.0.

Table 9-1: Contingency of achieved accuracy with the corresponding requirements from RD 1. The stability is given per decade.

<table>
<thead>
<tr>
<th></th>
<th>Bias</th>
<th>RMSD</th>
<th>stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_s$ (g/kg)</td>
<td>-0.31</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>Wind (m/s)</td>
<td>-0.19</td>
<td>0.218</td>
<td>-0.09</td>
</tr>
<tr>
<td>E (mm/d)</td>
<td>-0.28</td>
<td>0.24</td>
<td>-0.02</td>
</tr>
<tr>
<td>LHF (W/m²)</td>
<td>-7.60</td>
<td>6.51</td>
<td>-0.64</td>
</tr>
<tr>
<td>P (mm/d)</td>
<td>-0.12</td>
<td>0.24</td>
<td>0.01</td>
</tr>
<tr>
<td>E-P (mm/d)</td>
<td>-0.37</td>
<td>0.44</td>
<td>-0.09</td>
</tr>
<tr>
<td>TCWV (kg/m²)</td>
<td>-0.34</td>
<td>0.30</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Differences in precipitation from HOAPS-4.0 and HOAPS-3.2 are small because the same algorithm has been used. However, differences between HOAPS-4.0 and the references exhibit relatively large maxima on regional scale. Relative to GPCP largest positive (negative) biases are found at ITCZ (storm track regions). HOAPS-4.0 is known to perform better than other comparable satellite retrievals at mid and high latitudes (Klepp et al. 2010), where the mixed SSM/I and TOVS retrieval from GPCP exhibits a systematic high bias. Global and regional aspects of precipitation validation are carried out and are planned within the framework of the International Precipitation Working Group (IPWG).

The resulting freshwater flux estimates exhibit distinct differences in terms of global averages as well as regional biases. The observed reduction in HOAPS-4.0 E-P implies that the global freshwater imbalance of 0.67 mm/d observed for HOAPS-3.2 has considerably been reduced and now is 0.40 mm/d. For the combined IFREMER–GPCP fields the imbalance is slightly larger (0.5 mm/d). Because precipitation changed only marginally between HOAPS-4.0 and HOAPS-3.2 the observed change in the budget is caused by changes in evaporation.

Based on the comparisons presented in this report, we conclude that the HOAPS-4.0 data record is within target accuracies or better, as summarised in Table 9-1 and provides consistent fields of evaporation, precipitation, and the resulting freshwater flux as well as TCWV, near surface specific humidity and near surface wind speed that are well suited for further studies on climatological and regional scale. Overall, the imbalance in the global ocean surface freshwater flux is reduced compared to previous versions of HOAPS-4.0. However, more detailed validation efforts are needed to explain and, if adequate, remove the remaining biases between the different data records. Finally, it is emphasised that there is a
need for independent, high quality reference data enabling in the first place a profound validation of climate data records (CDRs) such as the HOAPS products.
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For completeness the relative differences between data from HOAPS-4.0 and from a reference are shown in Figure 26. Budget is not shown as the denominator is distributed around 0 mm/d.

Figure 26: Relative differences of near surface specific humidity (hair), wind speed (wind), evaporation (evap), rain rate (rain), latent heat flux (late) and vertically integrated water vapour (wvpa). Note the differences in scale.