Quality assessment of spaceborne sea surface salinity observations over the northern North Atlantic
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Abstract Spaceborne sea surface salinity (SSS) measurements provided by the European Space Agency's (ESA) "Soil Moisture and Ocean Salinity" (SMOS) and the National Aeronautical Space Agency's (NASA) "Aquarius/SAC-D" missions, covering the period from May 2012 to April 2013, are compared against in situ salinity measurements obtained in the northern North Atlantic between 20°N and 80°N. In cold water, SMOS SSS fields show a temperature-dependent negative SSS bias of up to −2 g/kg for temperatures <5°C. Removing this bias significantly reduces the differences to independent ship-based thermosalinograph data but potentially corrects simultaneously also other effects not related to temperature, such as land contamination or radio frequency interference (RFI). The resulting time-mean bias, averaged over the study area, amounts to 0.1 g/kg. A respective correction applied previously by the Jet Propulsion Laboratory to the Aquarius data is shown here to have successfully removed an SST-related bias in our study area. For both missions, resulting spatial structures of SSS variability agree very well with those available from an eddy-resolving numerical simulation and from Argo data and, additionally they also show substantial salinity changes on monthly and seasonal time scales. Some fraction of the root-mean-square difference between in situ, and SMOS and Aquarius data (approximately 0.9 g/kg) can be attributed to short time scale ocean processes, notably at the Greenland shelf, and could represent associated sampling errors there.

1. Introduction

Variations of salinity play an important role in the ocean. They are an expression of varying freshwater transports and their convergences and as such are a diagnostic of the ocean's role in the global hydrological cycle. On the other hand, salinity, through its impact on density, influences the ocean circulation and thereby plays an active role in shaping climate change. Quantifying salinity variations in the ocean and understanding their underlying processes therefore has to be considered a fundamental problem of physical oceanography. Nevertheless, salinity is historically one of the notoriously undersampled variables of the time-varying ocean state, leaving a detailed knowledge about long-term ocean salinity changes still elusive.

In general terms, variations of salinity can result from a changing ocean circulation, and through vertical mixing processes and associated exchanges of freshwater and salt, especially between the surface and sub-surface layers. On the surface, salinity fields can generally also change in response to geographically and temporally varying net surface freshwater fluxes, resulting from the sum of precipitation (P) and evaporation (E) over the ocean plus continental discharge (R), as well as sea ice and land ice melting [Yu, 2011]. In particular at high-latitudes, freshwater sources can also originate from melting of land and sea ice and changes in freshwater transports by ocean currents which have likely contributed to observed salinity changes there as well [e.g., Polyakov et al., 2008; Jacobs and Giulivi, 2010].

Today two recent technological advances fundamentally improve the basis of salinity measurements, finally enabling oceanographers to investigate contemporary salinity variations and their relation to the global hydrological cycle. The first such advancement resulted from the advent of the global Argo float array, which, since 2002, for the first time in history, globally provides vertical profiles of salinity observations every 10 days for the top 2000 m with a nominal spatial coverage of 3°. Based on these novel data, Durack and Wijffels [2010] and Hosoda et al. [2009] reported an increase of surface salinity in evaporation-dominated regions and a decrease in precipitation-dominated regions, consistent with an amplification of the global hydrological cycle [Helm et al., 2010].

The second major advancement in observing ocean salinity came about through the launch of two satellite missions designed to measure sea surface salinity (SSS) from space. The first mission, the European Space
Agency's (ESA) SMOS (“Soil Moisture and Ocean Salinity”) [Font et al., 2004] started retrieving SSS in November 2009, followed, 2 years later, by the American National Aeronautical Space Agency’s (NASA) “Aquarius/SAC-D” mission [Lagerloef et al., 2008]. From both missions, SSS data are now available on a routine basis, covering the global ocean every 3 (SMOS) or 7 (Aquarius) days with a spatial resolution of roughly 40 km for SMOS and 100 km for Aquarius. Significant benefits can be expected from these novel satellite SSS fields for quantitative studies of ocean salinity variations. However, before their full potential can unfold, they need to be tested and improved through a detailed intercomparison of satellite retrievals with in situ data.

By now, few such validation tests of SMOS and Aquarius SSS data are available. However, most of these studies focus on warm waters with large salinity signals (spatially and/or temporally), e.g., the Amazon River freshwater plume [Reul et al., 2013]. Banks et al. [2012] validated first SMOS SSS retrievals in the Atlantic Ocean using Argo and model data. More recently, Boutin et al. [2013] examined the impact of rain on sea surface freshening and compared SMOS and Argo measurements in the high-precipitation region of the Pacific Ocean’s Inter-Tropical Convergence Zone. Using Aquarius data, Lee et al. [2012] studied dynamical SSS features in the eastern equatorial Pacific associated with tropical instability waves. Moreover, modern surface drifter measurements of near-surface salinity in the top 50 cm and SMOS measurements were compared in high precipitation and tropical regions remote from any land contamination [Morisset et al., 2012].

The present note aims to fill an important gap in validation studies by testing SMOS and Aquarius SSS retrievals against in situ salinity observations obtained over regions of cold waters in the subpolar North Atlantic and Nordic Seas during a series of observational cruises from aboard German and Scandinavian research vessels conducted in the Irminger, Norwegian, and Iceland Seas. Jointly with results from an eddy-resolving (4 km nominal spatial resolution) model simulation of the North Atlantic and Arctic, we will use these high-quality in situ salinity measurements to demonstrate that SMOS and Aquarius satellite data are capable of documenting spatial variations in surface salinity, even in cold water. Aided by model simulations, differences between in situ salinity measurements and satellite salinity retrievals will be interpreted in terms of uncertainties in the retrievals (in particular temperature-dependent uncertainties), but also in terms of processes leading to temporal variability and vertical salinity gradients in the ocean.

The structure of the remaining paper is as follows: in section 2, we will briefly summarize the methodology and data used. The bias in salinity satellite retrievals, as observed in the North Atlantic, is estimated in section 3. Section 4 makes use of the model simulation to formulate hypotheses for differences between satellite and in situ observations and potential error sources are discussed. Section 5 compares corrected SSS fields with in situ data and in section 6, the available information is used to quantify salinity variations in the Atlantic during the course of one annual cycle. Section 7 provides concluding remarks and an outlook.

2. Methodology

In this section, we will first summarize the SMOS and Aquarius salinity retrievals and explain differences between both missions, to the extent that they are relevant for this study. We will subsequently summarize other data sets used, notably ship-based thermosalinograph (TSG) measurements and Argo data. We will also describe the configuration of the eddy-resolving model of the Arctic-North Atlantic Oceans, which aids our analysis.

2.1. SMOS SSS Retrievals

With its Microwave Imaging Radiometer using Aperture Synthesis (MIRAS) instrument, measuring the microwave radiation emitted from the earth’s surface in the 1.4 GHz L-Band range, ESA’s SMOS mission pioneers a completely new synthetic aperture antenna technique to measure ocean surface salinity. The new technique requires the space-time inversion of measurements made from 69 small antennas during 1.2 s time frames arranged along Y-shaped antenna arms [McMullan et al., 2008]. The resulting field of view (FOV) of the satellite covers a swath of about 1000 km in width, over which MIRAS features a spatial resolution, ranging from 35 km in the center to about 80 km near the swath edges.

SMOS Level 2 salinity products are available from year 2010 onward. However, because of problems with the SMOS SSS retrieval, especially those related to radio frequency interference (RFI) caused by ground-based L-band radiation sources, data remain corrupted, especially in the North Atlantic before May 2012, when major RFI sources on Canada and Greenland were finally switched off [ESA, 2012]. However, RFI
remains a problem in many areas including parts of the Atlantic, but is now more subtle and therefore less easy to detect and to eliminate.

Presently, Level 3 and Level 4 SMOS SSS products (L3 and L4 henceforth) are available from the Barcelona Expert Centre (BEC), which are based on the ESA’s Level 2 (L2), Ocean Salinity User Data Product (UDP), and Ocean Salinity Data Analysis Product (DAP). Before BEC creates the L3 and L4 products—all of which are based on the SMOS Semi-Empirical Ocean Forward Model [Guimbard et al., 2012]—geographical, retrieval, and geometrical filters are applied to the reprocessed L2 data [SMOS-BEC Team, 2014]. As an example, data with suspected ice presence or contamination by RFI (>33%) were eliminated from further processing. For a detailed filter and product description, see SMOS-BEC Team [2014]; also described therein is the L3 product, called binned product, which is constructed by weighted averaging of the filtered reprocessed L2 data.

Our study is based on the L4 product, which was constructed by fusing the L3 binned maps using the singularity analysis technique [Turiel et al., 2009; Umbert et al., 2014] applied to the high-resolution Ostia sea surface temperature (SST) fields [Donlon et al., 2012]. As explained by Umbert et al. [2014], singularity analysis is a technique suited for estimating the singularity exponents of a signal which characterizes the presence of ocean structures in different scalars. The method is especially useful to assess the geographical consistency of remote sensing variables [Umbert et al., 2014]. Although this technique does not attempt to correct for biases, regional structures are better preserved, which is of importance especially in frontal areas. The monthly SSS fields are available on a 0.25° × 0.25° grid and can be downloaded at http://cp34.bcmima.csic.es/ocean-reprocessed-dataset. We linearly interpolated the L4 product as monthly means onto a 1° × 1° spatial grid.

In the following, data from ascending and descending SMOS arcs will be analyzed separately, because we anticipated differences in their data quality and in their error characteristics. In particular, we expected significant differences in the quality of the data from both arcs due to higher influence of the ocean-land transition, remaining RFI sources and sun activity, which in the Atlantic degrade especially data from descending orbits [Martinez, 2013]. As explained by Font et al. [2013] and by Gabarro et al. [2012], contamination from continents is still a problem when land masses enter the very wide SMOS antenna FOV. Within a band of 1500 km around the main continental masses and sea ice boundaries, absolute salinity values therefore have to be treated with caution [Gabarro et al., 2012]. Efforts are underway to further characterize and remove the land-sea contamination over the ocean (J. Tenerelli, personal communication, and the SMOS Quality Working Group Nr.14, 2014).

Figures 1a and 1b show the monthly averaged data availability for SMOS ascending and descending orbits during the study period of May 2012 to April 2013. Most of the North Atlantic is, with 12 values per grid box, fully covered during the study period. Exceptions can be found near the eastern Greenland coast due to ice cover and in the vicinity of the European continent due to land and/or ice contamination. Remaining active RFI sources from Northern Europe lead to a reduced data availability closer to the coasts [Daganzo-Eusebio et al., 2013], especially for the descending arcs, for which the European continent is getting into the FOV. Data near the coast are contaminated by land effects, e.g., in the European North Sea (Figure 1b).

2.2. Aquarius SSS Retrievals

The NASA’s Aquarius satellite directly retrieves brightness temperatures using three horn-antennas, which provide three beams viewing three spatially displaced regions with a slightly different footprint size. In contrast to the SMOS mission, for which sea surface roughness is estimated from additional wind fields (ECMWF 10 m equivalent neutral wind data are used as auxiliary data in the SMOS L2 processing to improve the retrievals which is performed through a multiparametric inversion scheme based on a minimization of a maximum-likelihood Bayesian-based cost function [Gabarro et al., 2009]), Aquarius carries an active scatterometer, measuring the roughness instantaneously over the satellite footprint. Like SMOS, Aquarius SSS fields also suffer from land contamination, but as its FOV is much smaller (using only instantaneous data), the land contamination is reduced to a region of about 150 km in width around continental margins [Kim et al., 2014]. Even though the FOV is smaller for Aquarius than for SMOS, the SMOS resolution is higher due to the interferometric principle of the 69 small antennas. Aquarius reaches global coverage after 7 days and the spatial resolution is about 100 km.

In this study, we use monthly Aquarius SSS retrievals available on a 1° × 1° grid for the period May 2012 to April 2013. These fields are based on the recent Aquarius V3 product (version 3.0, SSSbias_adj), which was
retrieved from ftp://podaac-ftp.jpl.nasa.gov/allData/aquarius/L3/mapped/V3/monthly/SCISM. The changes made between the V2.0 and V3.0 products are documented in Meissner et al. [2014] (ftp://podaac-ftp.jpl.nasa.gov/allData/aquarius/docs/v3) and include an update of the antenna pattern coefficients, the use of Aquarius-derived wind speeds in the roughness correction and an empirical correction to the reflected galactic radiation, which reduces the bias between ascending and descending passes. New in the V3.0 fields is also the removal of a SST-related SSS bias [Meissner et al., 2014], which is not unlike of what is being discussed here in our analysis. The data availability of Aquarius (Figure 1c) is close to 12 values per grid box except around Greenland and east of Spitsbergen.

2.3. Ship-Based Thermosalinograph Data

Ship-based thermosalinograph (TSG) salinity measurements were acquired simultaneously to SMOS and Aquarius measurements from aboard the German research vessels RV “Poseidon” (cruises P437-1 and P437-2) and RV “Maria S. Merian” (cruises MSM21-1, MSM21-3, and MSM27), as well as from aboard the Norwegian RV “Johan Hjort” and RV “G.O. Sars”; the latter data were provided by the Norwegian Marine Data Centre. All research vessels operated in the subpolar North Atlantic and Nordic Seas during the period from May 2012 to April 2013 (except for January 2013); Figure 2a shows all respective cruise tracks from which data are used in this study.

As a first analysis step, the 1 Hz TSG measurements were calibrated using bottle data and CTD measurements available in a 4–8 m depth range, within which the TSG measurements were obtained. An example of the resulting TSG salinity variations is shown in Figure 2b jointly with the CTD measurements used for calibration of the TSG salinity. A comparison involving all data reveals an accuracy of the point-wise TSG data of 0.005 g/kg at the depth of the measurement where the ships’ hull water intake

Figure 1. Data product availability (in months) during May 2012 to April 2013 for (a) SMOS SSS from ascending orbits, (b) SMOS SSS from descending orbits, and (c) Aquarius SSS.
occurs. For a comparison with the satellite data, TSG observations were averaged within the same $1^\circ \times 1^\circ \times 1$ month grid cells for which SMOS and Aquarius data are available. For the later interpretation of the results, we note, however, that SMOS measurements represent the salinity values of the top centimeter of the sea surface whereas the TSG measurements originate from 4 to 8 m depth levels.

2.4. Argo Data Set

For validation purposes, we used gridded $1^\circ \times 1^\circ$ salinity fields constructed from Argo measurements obtained during the period May 2012 to April 2013 in the North Atlantic between $20^\circ N$ and $80^\circ N$ and available as delayed mode and quality controlled Argo profile data via ftp://ftp.ifremer.fr/ifremer/argo/etc/geo. From each Argo profile, we extracted the uppermost salinity value located between 4 and 12 dbar; of those data, 84% correspond to a depth between 4 and 6 m. Additional quality checks were applied subsequently to check for static stability within each profile and to exclude data exceeding 3 times the standard deviation from the WOA09 climatology (a criteria which excludes about 1% of the data).

2.5. Eddy-Resolving Numerical Simulation

The interpretation of the SMOS and Aquarius fields is aided in this study by using the output from an eddy-resolving numerical circulation model of the North Atlantic and Arctic circulations. The model is based on the Massachusetts Institute of Technology (MIT) general circulation model [Marshall et al., 1997b] and was configured for the Atlantic Ocean north of $33^\circ S$, including the Mediterranean and Baltic Seas, the Nordic Seas and the Arctic Ocean, as described in Serra et al. [2010]. It was run here at the resolution of about 4 km (the equivalent of a 1/24 spatial resolution in the equator). The vertical discretization (with 100 vertical levels) varies from 5 m in the upper 200 m ocean to 275 m in the deep ocean. The model bottom topography was extracted from ETOPO2 and the initial temperature and salinity conditions were obtained from another run performed with a 8 km spatial resolution and which started (in January 1948) from the WOA09 climatology.

The model is forced at the surface by fluxes of momentum, heat, and freshwater computed using bulk formulae and the 6 hourly atmospheric state from the ECMWF/ERA-interim Reanalysis [Dee et al., 2011]. During the run, the model sea surface salinity is weakly relaxed to the Polar Science Center Hydrographic Climatology 3.0 [Steele et al., 2001] with a relaxation time scale of 1 month. At the volume-balanced open northern and southern boundaries, the model is forced by a $1^\circ$ resolution global solution of the MITgcm. Vertical mixing is parameterized by the nonlocal K-Profile Parameterization (KPP) scheme [Large et al., 1994]. The background coefficient of horizontal viscosity was set to $3\times10^6$ m$^2$ s$^{-1}$ and background coefficients of vertical viscosity and diffusion were set to $1\times10^{-2}$ and $1\times10^{-3}$ m$^2$ s$^{-1}$, respectively.

Figure 2. (a) Cruise tracks along which in situ thermosalinograph data were collected. (b) Thermosalinograph salinity measured during May 2012 along one cruise track of the German R/V “Maria S. Merian” (solid line). CTD measurements used for calibration of the thermosalinograph data are shown with asterisks.
During the course of this study, we use the daily averaged salinity output from the uppermost model level at 2.5 m depth, which henceforth will be referred to as model surface salinity.

3. Bias Estimate for SMOS Salinity Retrievals

A typical example of a SMOS SSS result is displayed in Figure 3a, showing the average SSS field for the period May 2012 to April 2013; the corresponding field based on Aquarius SSS data is shown in Figure 3b. Visible in both fields are the subtropical salinity maximum and the spread of high-salinity waters from the subtropics toward the subpolar North Atlantic and even into the Nordic Seas. Well represented in both data sets are also the low salinities along the Greenland and Icelandic coasts, which represent the advection of the low-salinity waters originating from the spring-summer sea-ice melting within the East Greenland Current, the latter also transporting polar waters from the Arctic Ocean into the Atlantic Ocean. In addition, the Aquarius SSS retrieval reveals the freshwater in the North Sea, which partially originates from the Baltic Sea (not resolved by SMOS).

A visual comparison of both fields reveals a smoother SMOS field. This is attributable to the gridding procedure as well as the singularity analysis fusion technique, during which the data were smoothed along the gradients. In addition, due to the wider swath and the smaller grid size in the used SMOS L4 product, more SMOS salinity values are averaged in $1^\circ \times 1^\circ$ grid cells during 1 month than for Aquarius, resulting in an enhanced noise compression in SMOS data over each grid cell. We also note that SMOS shows significantly lower salinity retrievals, especially in the eastern side of the basins and in a band from Iceland to Great Britain. Indeed, the main RFI source in the study area was switched off before May 2012 but with the switch off, weaker sources underneath turned more visible and still lead to an underestimation in the retrieved SSS values or data loss [Daganzo-Eusebio et al., 2013]. Averaged over the study area, the mean difference between both fields is $-1.1$ g/kg.

For a quantitative test of the quality of the satellite SSS retrievals, we computed the local standard deviation (STD) of all SMOS and Aquarius fields over the period May 2012 to April 2013 (including seasonal signals) and compared the resulting geographic variations of respective amplitudes with the model and in situ salinity (Figure 4). For SMOS, respective salinity fields were computed separately for ascending and descending tracks. The figure reveals that the geographic variability of both the Aquarius SSS STD and the ascending SMOS SSS STD are in good agreement with the model’s uppermost salinity STD. In particular, both fields show high variability in frontal areas and in the Baffin Bay, Greenland and Barents Seas. Those high variabilities can also be found in the STD of the World Ocean Database salinity (WOD 2009) [Seidov et al., 2010], reaching amplitudes up to 1.2 g/kg, reflecting the irregular sampling and interannual variability. Spatial patterns of in situ STD are very similar to the model’s uppermost salinity STD patterns, which motivated us to use model salinities in further analyses.
In contrast to the other fields, descending SMOS arcs suggest unrealistically high SSS variability over the entire subpolar North Atlantic, reaching amplitudes of 2.7 g/kg. This is much larger than any of the other fields and higher than what could be expected from the model results. We therefore have to conclude that uncertainties in descending SMOS arcs are unrealistically high in the North Atlantic.

**Figure 4.** Standard deviation of salinity for the period from May 2012 to April 2013 from (a) SMOS ascending orbits, (b) SMOS descending orbits, and (c) Aquarius data. For comparison, (d) presents the respective results from the numerical ocean simulation (at 4 km resolution) in the period 2005–2009, and (e) the salinity standard deviation from the World Ocean Database 2009 [Seidov et al., 2010].
Averaged over the study area, the SMOS SSS variability from ascending orbits is ~0.5 g/kg; over the same area, the Aquarius SSS variability is ~0.3 g/kg. The SMOS field shows also high variability along the Greenland-Iceland-Scotland Ridge and over large parts of the Labrador Sea, which cannot be found in the Aquarius and in the model salinity standard deviations and probably reflects the influence of land contamination and the impact of above mentioned remaining RFI sources. Aquarius results agree somehow better with the model salinity variability structures than SMOS fields, especially in the Labrador Sea, close to Scandinavian coasts and over the Greenland-Iceland-Scotland Ridge.

The annual-mean difference of the SMOS SSS retrievals relative to the World Ocean Atlas (WOA09) monthly climatology [Seidov et al., 2010] amount to −1.1 and −1.2 g/kg for ascending and descending orbits, respectively (Figures 5a and 5c), pointing to a substantial negative bias in the SMOS retrieval relative to the climatology over our study area. The mean difference of SMOS SSS retrievals relative to the Argo fields is −1.1 and −1.5 g/kg for ascending and descending arcs, respectively (Figures 5b and 5d). In both cases, differences are not uniform in space, but instead show clear structures with larger differences (up to >2 g/kg) occurring in the vicinity of the cold East Greenland Current and over the Greenland-Iceland-Scotland Ridge. Differences are substantially smaller (less than −0.5 g/kg) in warm subtropical waters (between 25°N and 40°N), suggesting a clear temperature-dependent bias of the SMOS SSS.

As was expected, Aquarius SSS retrievals are less biased when compared with climatology and Argo data (Figures 5e and 5f), since an SST-dependent bias was already removed in the Aquarius SSS product used here [Meissner et al., 2014]. Accordingly, the mean difference over the study area and period of 0.06 g/kg relative to the climatology is clearly smaller than what is seen in the case of SMOS. Relative to Argo data, it amounts to −0.2 g/kg, suggesting that any bias was properly removed by the correction procedure. However, we also note that, relative to SMOS, Aquarius SSS retrievals are actually positively biased in warm subtropical waters as well as along the North Atlantic Current; in contrast, Aquarius SSS retrievals remain negatively biased close to the Greenland coast relative to the climatology and to Argo fields, suggesting that a small regionally dependent bias remains, which possibly could also be due to other error sources.

Boutin et al. [2014] mentioned that the theoretical error of SMOS SSS to first order depends on the number of brightness temperature data used for the retrieval and on SST. To quantify the dependence of the SMOS SSS bias on SST, we display in Figures 6a and 6b the SMOS minus Argo salinity differences, separately for ascending and descending orbits, as a function of SST in the region 20°N to 80°N and 85°W to 35°E. The SST data used in this analysis are an auxiliary product provided in the ECMWF-analyzed meteorological fields taken from the original Level 2 Ocean Salinity User Data Product (UDP). Data, as well as a product description, can be downloaded from https://earth.esa.int/web/guest/data-access/browse-data-products/-/article/level-2-ocean-salinity-6895. For our comparison, SST fields were compiled by box averaging the original SST values on a 1° × 1° grid.

Figure 6a demonstrates that for SST values exceeding 20°C, both the SMOS median bias and the spread of the differences tend to diminish for both arcs. In contrast, for water colder than 5°C, the SMOS ascending median bias reaches −1.8 g/kg. The SMOS descending median bias (Figure 6b) is even larger and reaches −5 g/kg or less in water colder than 10°C. At the same time, the spread of the differences increases substantially in the cold temperature range. This is especially true for the descending arc data. Based on these results and the ones previously shown in Figure 5, the L4 data from the descending SMOS arcs were not considered in further analyses.

For the ascending arcs, an SST-dependent SMOS SSS bias was inferred empirically by averaging the SMOS-Argo differences for each SST bin. The resulting median and its respective root-mean-square (RMS) error are shown by the red curve and vertical bars in Figure 6a, respectively. We note that for cold temperatures the median bias of SMOS descending arc SSS relative to climatological salinities is smaller than the median bias relative to Argo. In the case of the SMOS ascending arcs, the two curves are nearly equivalent. However, the RMS errors of SSS minus climatology are higher than the RMS errors of SSS minus Argo data. Therefore, we decided to use the SST-dependent bias from satellite SSS minus Argo differences for correcting the SMOS L4 products. In the remaining study, this bias was subtracted from the SMOS L4 product.

Also shown in Figure 6c are the salinity differences between Aquarius and Argo as a function of SST for the same region and period as before. The Aquarius bias seems not to be significantly different from zero and
Figure 5. Average differences between (a) SMOS ascending SSS and the WOA09 surface salinity climatology, (b) SMOS ascending SSS and the Argo uppermost salinity, (c) SMOS descending SSS and the WOA09 surface salinity climatology, (d) SMOS descending SSS and the Argo uppermost salinity, (e) Aquarius SSS and the WOA09 surface salinity climatology, and (f) Aquarius SSS and the Argo uppermost salinity. All averages are for the period May 2012 to April 2013.
slightly negative only below about 4°C. No bias correction was performed therefore in this study on top of what was already applied by the Aquarius project processing.

4. Processes Affecting the Satellite-In Situ Salinity Differences

Many factors can cause observed differences between satellite retrievals and in situ data and can especially lead to increased differences at lower temperatures visible in Figure 6. To some extent, those increased differences between SMOS and WOA09 fields can be attributed to a substantial undersampling of the climatological salinity data (i.e., an increased uncertainty in the WOA09 data) but also to the presence of interannual variability, which can be expected to be significant in this region of varying freshwater input due to sea ice or land ice melting. However, one also has to consider that some of the SMOS data were obtained in the vicinity of frontal structures, where temporal SSS variability is large (see Figure 4) and where therefore sampling errors are likely to occur. Associated processes can be linked to (i) temporal frontal and/or eddy-related variability and/or (ii) vertical near-surface salinity gradients.

In this context, one also has to take into consideration that monthly SMOS L4 SSS fields provided from the Barcelona Expert Centre are averages constructed by averaging data from 7 day repeats (only ascending arcs) on a 0.25° grid and which were smoothed in space by interpolating them onto a 1° by 1° spatial grid. On the other hand, in situ data represent instantaneous point-wise measurements sampled at just a few positions or only once along ship tracks (the case of TSG data used below) and averaged along track (nominally over 100 km segments). And because the average sampling rate of Argo floats is one sample every 10
days nominally on a $3^\circ \times 3^\circ$ grid [Tang et al., 2014] (in our study region, the sampling is substantially worse), that data set is not adequate to resolve small space-time scales of SSS variability. Consequently, the differences between satellite and in situ data shown can at least partially result from different spatial and temporal sampling of the strongly varying ocean SSS field, thereby leading to strong aliasing of SSS variability. In this sense, differences do not necessarily represent satellite data errors.

To quantify the potential impact of small-scale variability on the diagnosed salinity differences between SMOS and in situ measurements, we analyzed the standard deviation of the daily averaged near-surface (at 2.5 m depth) salinity field output from the model after high-pass filtering, thus retaining only fast salinity variations on time scales smaller than 30 days. As expected, high-frequency salinity variations are enhanced in the vicinity of frontal structures (e.g., north of the Gulf Stream axis) as well as close to the coast of Greenland, north of Iceland and within the East Greenland Current in the Irminger Sea (Figure 7a). Notably this also holds for the East Greenland Current, which suggests that the enhanced satellite–in situ differences diagnosed there could partially result from eddy processes being aliased in the nonsynchronously sampled observational data.

To determine how quickly the surface salinity field can change in a given time frame, we show in Figure 7b the temporal SSS decorrelation time scales computed as an e-folding decay time scale inferred from model salinity autocorrelation functions based on daily data (from which a time mean and a seasonal cycle were eliminated). The figure suggests that along the East Greenland Current salinity anomalies can decorrelate in
just a few days highlighting again the sampling problem one is facing in these regions. However, in the interior basin the decorrelation scales are substantially longer, approaching 30 days or more in some places and thereby making aliasing less problematic there. While this estimate might still be optimistic relative to the real world (because of a potential underrepresentation of fast processes in the model), it does give a useful estimate of what should be expected.

Since SMOS and Aquarius measurements are representative only for the top centimeter of the ocean, any vertical gradient of salinity in the upper few meters of the ocean can lead to a difference between satellite retrievals and Argo or ship-based observations usually taken at approximately 4 m depth or below. To quantify salinity differences arising from a vertical gradient in salinity in our study area, we estimated a near-surface salinity gradient from the numerical simulation using the model fields at 2.5 and 7.5 m depth (Figure 7c). Results suggest that in our study area vertical gradients over this depth range can be as large as 0.05 g/kg, with the largest vertical gradients residing close to the coast of Greenland and in the East Greenland Current frontal area. Assuming that gradients between the top centimeter of the ocean and 4 m depth are of the same order, these gradients could result in differences of up to 0.2 g/kg between satellite and in situ data.

Previously, Boutin et al. [2013] and Henocq et al. [2010] found that large vertical gradients in temperature and salinity can also exist due to precipitation events over the tropical oceans, leading to vertical salinity gradients over the upper 10 m of up to 0.5 g/kg [Henocq et al., 2010]. Boutin et al. [2014] studied the signature of rainfall with SMOS and drifter observations and found that, averaged over 1 month, the rain-induced surface salinity decrease is at most ~0.2 g/kg and up to 40% of the difference between SMOS and interpolated in situ salinity near the ITCZ. However, due to the sparsity of simultaneous in situ measurements under rain events and SMOS data, Boutin et al. [2014] could not reach a conclusion about the vertical variability between the first cm of the water column and 4–5 m depth, where the uppermost Argo and TSG measurements originate. Drucker and Riser [2014] validated Aquarius L2 SSS against Argo salinities and analyzed the error due to the depth of measurements and vertical salinity stratification. They came to the conclusion, that insufficient collocation (horizontally and in the vertical) is not the most significant problem for the validation; instead they found that heavy rainfall can result in vertical differences as much as ~1 g/kg (over the top 0–5 m). However, significant stratification events occurred only in <13% of their data (between 50°S and 50°N); therefore, the produced bias is much smaller than currently achievable L-band radiometric accuracies [Drucker and Riser, 2014]. Vertical salinity gradients diagnosed from the model fields tend to agree with those found in data from more equatorward areas, although they tend to be smaller. Nevertheless, we believe that vertical salinity gradients in most cases would not be a primary source of the difference diagnosed between SMOS or Aquarius and ship-based (or Argo) observations.

Regarding the aliasing of horizontal eddy-related SSS signals, Vinogradova and Ponte [2013] examined how much of a difference is expected between in situ salinity and Aquarius-derived salinity on the basis of their different sampling of spatial variability. To approximate the Aquarius footprint, daily salinity values from HYCOM were averaged by the authors onto a 1° × 1° grid; the standard deviation within each box then represents the small-scale variability for every day of the year. Results indicate that in some pets of the ocean, small-scale variability can be an important source of sampling error for in situ measurements in regions of strong horizontal salinity gradients such as coastal areas, river outflows and along strong frontal structures, where a sampling error of up to 0.2 g/kg was diagnosed. From a similar computation but using our model output (Figure 7d), we can confirm the conclusion drawn by Vinogradova and Ponte [2013] but we find uncertainties which, with values of 1 g/kg, are substantially larger than those previously reported.

Besides processes in the ocean or biases of in situ data, a suite of remaining errors in satellite retrievals can also lead to differences relative to in situ data. As described in Oliva et al. [2013], the main error sources in SMOS measurements are antenna pattern, antenna loss, receiver, and correlation errors. The antenna pattern errors and side-lobes can cause spatial ripples. Of these, side-lobes are the dominant contributor to land-sea and ice-sea contamination, as well as sun and RFI tails spreading through the image (M. Martin-Neira et al., personal communication, 2013). The resulting increase of the signal again leads to an increase of the brightness temperature and therefore to lower SSS values (Oliva et al., 2012). SSS retrievals around continents therefore have to be treated with caution and absolute salinity values are often erroneous. In addition, temporal drifts caused, e.g., by the strong influence of reflected solar radiation or by instrumental drifts due to the evolution of the antenna temperature within a year [Kainulainen et al., 2012] and short-term drifts [Yin et al., 2013], are also potential error sources.
5. Validation of Corrected Salinity Retrievals Against TSG Observations

In principle, all of the above mentioned error sources need to be considered when interpreting satellite-in situ SSS differences. However, many of the above biases show some correction with geographically changing temperature fields, their influence apparently can be reduced by removing an SST-dependent bias from the SMOS data. How good the resulting bias-corrected data are is the question addressed in what follows.

For a quality assessment of the bias-corrected SMOS SSS retrievals, Figure 8a shows the differences between the SMOS and Aquarius fields and the independent in situ TSG salinity observations. The figures compare monthly mean salinity fields from the satellites with the instantaneous in situ data averaged during the corresponding month on the same grid. In this context, the size of the shown circles corresponds to the number of data pairs available in the period from May 2012 to April 2013. Large remaining differences occur in the East Greenland Current region and along the Labrador Sea rim current, where the SMOS differences show negative and positive differences of roughly equal amplitude and on spatial eddy scales as they could be expected from eddy aliasing. Since similar differences result also from the Aquarius fields (Figure 8c), such a conclusion seems plausible. Further to the east, biases in both data sets tend to diminish. Individual fluctuations of ±0.5 g/kg could be attributed to the above mentioned spatial ripples caused by land-sea, ice-sea and remaining RFI contamination.

Consistent with previous findings, areas of high-salinity differences between TSG and SMOS and Aquarius, respectively, correspond to areas of short decorrelation time scales, suggesting that at least some of those differences might result from aliasing of eddy SSS signal in the TSG data. High differences and short decorrelation time scales can be found for example in the East Greenland Current, Labrador Sea rim as well as south of Spitsbergen (Figure 7b). However, we also note that close to the Greenland coast it is very difficult to isolate the aliasing influence from other influences such as land contaminations. Nevertheless, the fact that both difference fields are fairly similar suggest that remaining data issues present in SMOS and Aquarius data seem to have been corrected in quite the same efficient way through the SST-related bias correction.

Histograms of SMOS-TSG differences, shown in Figure 8b, characterize the remaining bias (red bars), but also the remaining uncertainty in the data. Also included in the figure are SSS errors prior to the bias correction (blue bars), illustrating a shift of the peak in the histograms toward a zero mean. As can be seen from the figure, the bias correction was able to remove an offset in this region. The SMOS bias could thus be reduced from −1.2 up to 0.1 g/kg and the RMS error is reduced from 1.5 g/kg prior to and 0.9 g/kg after the bias correction; but the standard deviation of the differences remains high with 0.9 g/kg (before and after the bias correction). The statistics of SMOS SSS minus TSG salinities before and after bias correction are summarized in Table 1.

The mode of the histogram of the Aquarius V3 SSS_{bias-corr} minus TSG differences (Figure 8d, red) is almost zero (mean difference is 0.02 g/kg), but the RMS error is, with 0.9 g/kg, very similar to the SMOS RMS value. For a comparison, the earlier version (V2.0) of the Aquarius Level 3 data (shown in blue), which was not SST bias corrected (ftp://podaac-ftp.jpl.nasa.gov/allData/aquarius/docs/v3/Aquarius_V2_V3_Comparisons.norman_kuring.2june2014.pdf), shows a bias up to −3 g/kg in cold waters, which tends to diminish for waters warmer than 8°C. Here, the median bias reaches −0.5 g/kg in cold waters, which also could be attributable to other error sources like land-sea contamination. The STD of the differences reduces from 1.6 to 0.9 g/kg between Aquarius V2 and V3 (compare Table 1), illustrating again the efficiency of the SST bias correction.

Since we compare monthly gridded TSG and satellite values we cannot estimate monthly standard deviations. To investigate how representative monthly averaged gridded TSG data are of the total monthly salinity average within one grid box, we resampled the model daily averaged salinities at the TSG positions and gridded them on the same spatial and temporal grid and compared these with the total gridded model salinity field (Figure 8e). Areas with high mean differences imply that there the gridded TSG values did not capture the total SSS. As shown, differences are higher than 0.5 g/kg close to the Scandinavian coast and again in frontal regions in the western part of the study area. The root-mean-square over all differences is 0.38 g/kg, with the highest values in coastal and variable areas. There, the validation results have to be taken with caution. That is, large differences between satellite and in situ data could be attributed to sampling errors in the TSG measurements. However, more in situ data are needed to quantify this exactly. It could be helpful to consider the differences of individual measurements rather than gridded values [Boutin
But in this case, it is difficult to find SMOS or Aquarius SSS and in situ samples collocated within short time and spatial scales in the study area and period.

6. Annual Cycle of Monthly Salinity Anomalies

The amplitude of the annual cycle of salinity was calculated by M. Sena Martins et al. (Spatial and temporal scales of sea surface salinity variability in the Atlantic Ocean, submitted to Journal of Geophysical Research, et al., 2013; Vinogradova and Ponte, 2013]. But in this case, it is difficult to find SMOS or Aquarius SSS and in situ samples collocated within short time and spatial scales in the study area and period.
In October, the Aquarius salinity anomalies agree as well and also slightly positive anomalies in the eastern subtropics are shown. However, the eastern Atlantic. Turning to the SMOS salinity anomalies, the start of the freezing season can be encountered as well and also slightly positive anomalies in the eastern subtropics. The main difference between SMOS and Aquarius resides over the eastern part of the Greenland-Scotland-Iceland Ridge, where Aquarius shows positive salinity anomalies in the eastern subtropics. The SMOS field captures the positive anomalies and the fresh anomalies along the northeastern rims, however, there seems to be a positive anomaly in the whole field of May. The Aquarius SSS compares well with that from SMOS, except along the Norwegian coast and around Great Britain, where Aquarius positive anomalies tend to agree with the model.

In August, the model shows high-salinity anomalies below the sea-ice due to brine release during the freezing period. We find fresh anomalies at the ice edge in the Nordic Seas and along the East Greenland Current, continuing around the Labrador Sea into the Labrador Current. In general, the North Atlantic region shows positive anomalies north of 40°N but negative anomalies in the eastern subtropics. The SMOS field captures the positive anomalies and the fresh anomalies along the northeastern rim, however, there seems to be a positive anomaly in the whole field of May. The Aquarius SSS compares well with that from SMOS, except along the Norwegian coast and around Great Britain, where Aquarius positive anomalies tend to agree with the model.

In October, the Aquarius salinity anomalies agree as well and also slightly positive anomalies in the eastern subtropics are shown. However, the October field is negative in the remaining domain. In October, the Aquarius salinity anomalies agree.
reasonably well with the model and Argo anomalies. But in this case, the Barents Sea’s Aquarius anomalies are positive, whereas the model and SMOS point to negative anomalies there.

The January salinity anomalies show an opposite picture of the August field, with positive model anomalies in the freezing season under the ice due to brine release. Also the salinity anomalies are positive at the ice edge as well as along the western rim of the study region around the Grand Banks of Newfoundland. The negative phase of the annual cycle of salinity can be found in the sub-tropics, in accordance to the Argo salinity anomaly field. Whereas both SMOS and Aquarius contain the negative anomalies in the eastern sub-tropics and agree off the Grand Banks, the salinities are quite different in the Nordic Seas, where SMOS tends to agree with the model results but Aquarius shows a negative widespread anomaly.

7. Concluding Remarks
We have shown in this study that, relative to ship-based in situ near-surface salinity measurements, the SMOS and Aquarius SSS fields show realistic spatial and temporal variations of the surface salinity field during the
period May 2012 to April 2013 which is analyzed here. Overall, the L4 SMOS salinities are lower than climatological and in situ salinity, especially in cold water regions. The bias can be improved through an SST-dependent bias correction inferred empirically as a (in space and time) relation between satellite and Argo data in the North Atlantic (>20°N). Regarding the SMOS L4 SSS descending arc data, they appear substantially corrupted in the North Atlantic and were not considered in the later analyses of this study. After the removal of the SST-dependent bias, the offset between SMOS SSS and independent TSG salinity observations taken in the Nordic Seas and subpolar North Atlantic is substantially reduced. However, the spread of differences between satellite and in situ data in colder waters remains high. Using longer time series, we believe, however, that results can be further improved.

Aquarius overestimates SSS in warm subtropical waters as well as along the North Atlantic Current in comparison to climatology and in situ observations; but the biases are more than 1 g/kg smaller than for the SMOS fields since it was previously already corrected through an SST-dependent bias correction. After applying a bias correction to SMOS, one can start finding agreements between satellite SSS retrievals and in situ fields. Our method of the bias correction applied to the L4 SMOS data is confirmed by the similar comparison between Aquarius and independent TSG observations. In both cases, correlation coefficients of 0.6 between in situ TSG salinity anomalies with SMOS and Aquarius were found.

In an overall sense, our study suggests that even in cold waters the satellite SSS retrievals show skill in observing changes of the ocean surface salinity. With an equivalently improved retrieval algorithm that remedies the fresh SMOS SSS bias in cold waters, with the elimination of lingering land contamination in the SMOS SSS field, and with longer time series of data from SMOS and Aquarius, we will be able to study changes in salinity over all parts of the world ocean and to start constraining ocean models by satellite SSS data in combination with Argo subsurface salinity observations, so as to better compute transports of freshwater as well as surface freshwater fluxes between the ocean and the atmosphere. Satellite-based SSS observations need to be part of our sustained long-term climate observing system. Despite the unprecedented in situ Argo salinity sampling, spatial structures remain poorly resolved spatially in contrast to the satellite retrievals.

Before a full use of SMOS and Aquarius fields can be made for quantitative studies of salinity variations and underlying causes, an improved uncertainty description of the data and ultimately an improved data quality is needed. Until then, analyzing satellite salinity retrievals in high latitudes remains a challenge. In particular, our study shows that the quality of the SMOS L4 SSS fields remains preliminary in the subpolar regions. At least there, the retrieval algorithm remains highly sensitive to a number of environmental and instrumental factors contributing to remaining uncertainties in the retrievals.

In reality, SMOS SSS retrievals in high northern latitudes are still plagued by a suite of remaining errors like RFI contamination from remaining sources, land-sea and ice-sea contamination and the reduced sensitivity of the brightness temperature to salinity variations in cold waters. A quantitative study of potential errors in this region remains a problematic task since isolating each type of bias is difficult. In some of those regions, local differences between satellite salinities and in situ salinities, particularly in regions of large freshwater input like the Greenland shelf, actually have to be attributed, at least partly, to temporal variability of the position of the local salinity front. Köhl et al. [2014] present an alternative approach to infer biases in satellite SSS retrievals using a dynamically consistent assimilation methodology.

Different SMOS SSS products have been developed by several institutions and similar analyses using other SMOS products (not shown) lead to different results, attributable to different strategies for correcting the errors. Zhang et al. [2013] compared two SMOS products (BEC L3 and CATDS V02) with Argo measurements and showed that both products perform well in the open low-latitude oceans; but close to coasts and in higher latitudes the biases were high. The reasons for using the BEC L4 product in the present study are, on the one hand, the availability of data in the study period and, on the other hand, that frontal structures are potentially better taken into account, which is of special importance in our study area. However, our results suggest that more work needs to be done along those lines.

We used a model simulation to gain insight into realistic levels of salinity variability, on the impact of oceanographic processes in the latter and to deduce sampling errors in the observations. The quality of the model estimates, however, are affected by forcing errors from the atmospheric reanalysis, by the lack of high-frequency forcing, the lack of resolution for certain subgrid-scale processes, and the imperfection of their parameterizations and by natural ocean internal variability.
In closing, we note that more studies like the one presented here are required to determine the quality of the satellite SSS data over all parts of the global ocean and to help improving the inversion algorithms. A problem for further improving satellite SSS retrievals in high latitudes is the lack of in situ measurements there required for validation and correction of the satellite retrievals. To what extent a sampling error affects the validation results is an important point for further studies. Our results are based only on a study period of 1 year; the analysis of a multiyear period and more in situ measurements in the higher northern latitudes would be helpful to test the robustness of our validation results. In the best case, one would be tempted to use only single satellite-based samples as well as individual in situ samples in order to minimize collocation errors, but it is difficult to find SMOS or Aquarius SSS and in situ samples collocated within short time and spatial scales. Therefore an up-to-date, global, uniform, quality-checked data base of in situ measurements, especially TSG sections, would be an asset.
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